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Supervised Learning

@ Having a large sets of data {(0;,7;), 7 € I}, one needs to find a function
f:© — R such that f(6;) = ;.
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@ Having a large sets of data {(0;,7;), 7 € I}, one needs to find a function
f:© — R such that f(6;) = ;.

@ Usually one approximates f by

n

0 =

U(e/ Xk)7
k=1

where x, € RY, k € {1,...,n}, are parameters which have to be found.
Example: U(0,x) =c-h(a-0+b), x=(a,b,c)
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f:© — R such that f(6;) = ;.
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U(e/ Xk)7
k=1

0 =

where x, € RY, k € {1,...,n}, are parameters which have to be found.
Example: U(0,x) =c-h(a-0+b), x=(a,b,c)
@ We measure the distance between f and f, by the generalization error

1

L[f)] = %]Em/(f(ﬁ), f(0)) = 3 /e I(f(0), f,(0))m(d0),

where m is the distribution of ;.
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@ Having a large sets of data {(0;,7;), 7 € I}, one needs to find a function
f:© — R such that f(6;) = ;.

@ Usually one approximates f by

U(e/ Xk)7
k=1
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where x, € RY, k € {1,...,n}, are parameters which have to be found.
Example: U(0,x) =c-h(a-0+b), x=(a,b,c)
@ We measure the distance between f and f, by the generalization error

161 = 5EAlF(0) = 600 = 5 [ 1F9) = £,(0) (o).

where m is the distribution of ;.
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Derivation of SPDE and application in Machine Learning _
Stochastic Gradient Descent and (deterministic) PDE

The parameters xx, k € {1,...,n}, can be learned by stochastic gradient descent

Xk(t,'+1) = Xk(t,') — ka\f(ﬁ,) — f,,(@,—; X)|2At

where At is a learning rate, t; = iAt, {6;,i € N} are i.i.d. with distribution m,
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The parameters xi, k € {1,..., n}, can be learned by stochastic gradient descent
Xk(t,'+1) = Xk(t,') — ka\f(ﬁ,) — f,,(@,-; X)|2At

= Xk(f,') + (VF(Xk(t,'), 0,) — <VXK(Xk(f,'), . 9,’), I/g>>At

where At is a learning rate, t; = iAt, {6;,i € N} are i.i.d. with distribution m,
n_ 1 n )
Ve =4 21:1 xi(t)-

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD March 8, 2023



Derivation of SPDE and application in Machine Learning _
Stochastic Gradient Descent and (deterministic) PDE

The parameters xi, k € {1,..., n}, can be learned by stochastic gradient descent
Xk(t,'+1) = Xk(t,') — ka\f(ﬁ,) — f,,(G,-; X)|2At
= Xk(f,') + (VF(Xk(t,'), 9,) — <VXK(Xk(f,'), . 0,'), I/g>>At

= Xk(t,') + \/(Xk(t',')7 I/g., 9,-)At

where At is a learning rate, t; = iAt, {6;,i € N} are i.i.d. with distribution m,
n__ 1 Z" )
Vi = 5 221=19%(t)-

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD March 8, 2023



Derivation of SPDE and application in Machine Learning _
Stochastic Gradient Descent and (deterministic) PDE

The parameters xi, k € {1,..., n}, can be learned by stochastic gradient descent
Xk(t,'+1) = Xk(t,') — ka\f(ﬁ,) — f,,(@,-; X)|2At

= Xk(f,') + (VF(Xk(t,'), 0,) — <VXK(Xk(f,'), . 9,’), I/g>>At

= Xk(t,') + \/(Xk(t',')7 I/g., 9,-)At

where At is a learning rate, t; = iAt, {6;,i € N} are i.i.d. with distribution m,
n__ 1 n )
Ve =4 21:1 xi(t)-

If xc(0) are i.i.d. from po, then
1
d(v, ) = O(n~Y2) + O(AtY?) = O(n~Y/?), for At = =,

where 1i; solves
dpe = =V (V (-, i) pie) dt

with V(x, u) = E,, V(x, p, 0). [Mei, Montanarib, Nguyen, 2018]
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Problem. After passing to the limit the equation
dpe = =V (V(-, pe)pe) dt

loses the information about the fluctuations of the SGD dynamics

1 n
xi(ti1) = x(t) + VOal(8). v, 0) AL, 07 =~ 8.
=1
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Problem. After passing to the limit the equation
dpe = =V (V(-, pe)pe) dt

loses the information about the fluctuations of the SGD dynamics

1 n
xi(ti1) = x(t) + VOal(8). v, 0) AL, 07 =~ 8.
=1

Goal: Propose a stochastic PDE which would capture the fluctuations of the
SGD dynamics. Then, probably, its solutions would better approximate the SGD
dynamics as n — oo and At — 0.
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SGD and Martingale Problem (standard approach)

Stochastic gradient descent

Xk(tiJrl) = Xk(t,') + \/(Xk(t',')7 Vg., 9,-)At
= xi(t;) + V(i) v At + VAL (V(xi(ti), 7, 0;) — V(xe(t:), vf)) VAL
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SGD and Martingale Problem (standard approach)

Stochastic gradient descent

Xk(tH»l) = Xk(t,') —+ V(Xk(t/)7 I/g, 9,’)At
= xi(t:) + V(xk(t:), v At + VaG(x(t), vi, 0:)VAL
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Derivation of SPDE and application in Machine Learning |1
SGD and Martingale Problem (standard approach)
Stochastic gradient descent
x(tiv1) = x(ti) + V(x(ti), vi, 0;) At
= x(t:) + V(x(ty), vi) At + VaG (x (), vi, 0,)V At
is the Euler-Maruyama scheme for the SDE
dxi(t) = V(xk(t), puf)dt + VadBi(t), ke{l,...,n}

d[Bk, Bil: = A(xk(t), xi(t), uf)dt,
where puf = L3770, (ry and A(x,y, 1) = En G(x, 1, 0) © G(y, 1, 6).
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SGD and Martingale Problem (standard approach)
Stochastic gradient descent
x(tiv1) = x(ti) + V(x(ti), vi, 0;) At
= xi(t:) + V(xk(t:), v At + VaG(x(t), vi, 0:)VAL
is the Euler-Maruyama scheme for the SDE
dxi(t) = V(xk(t), puf)dt + VadBi(t), ke{l,...,n}

d[Bk, Bil: = A(xk(t), xi(t), uf)dt,
where puf = L3770, (ry and A(x,y, 1) = En G(x, 1, 0) © G(y, 1, 6).

«

dpif = SV (A p))de = V- (V (-, i) de +V - adWe=(. ),

with [dW<'(x, t), dW'(y, t)] = A(x, y, pug) i (x) g (y)-
[Rotskoff, Vanden-Eijnden, CPAM, 2022]
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SGD and SPDE (new approach)

Stochastic gradient descent
Xk(t,'ﬂ) = Xk(t,‘) + \/(Xk(l',')7 VZ)At + \/aG(Xk(t,'), I/g7 0,) VAL,

where v = 230 6, 1), a = At, G(x, p,0) = V(x, p,0) — V(x, 1) and
0; are i.i.d. with distribution m on ©.
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SGD and SPDE (new approach)

Stochastic gradient descent
Xk(t,'ﬂ) = Xk( ) + V(Xk( ) Uy, )At + \/aG(Xk( ) I/g7 0;)\/ At,

where v = 230 6, 1), a = At, G(x, p,0) = V(x, p,0) — V(x, 1) and
0; are i.i.d. with distribution m on ©.

We take a cylindrical Wiener process W on L,(©,m) and consider the equation

dX(u,t) = V(X(u,t), pe) dt+\f/ ), ke, O)W(d0, dt),
X(u,0) =u, pr=pooX (1), ueRd, t>0.

[Kotelenez '95, Dorogotsev, Wang '21]
ee ess, Kassing, K. or further connection wit ynamics
S G Kassi K. 23] for furth i ith SDG d i
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Stochastic Mean-Field Equation

Applying 1td 's formula to (i, 1+), we come to the
Stochastic Mean-Field Equation (SMFE):

~

dpe = %V2 : (A('allt)/it)dt -V (V('aﬂt)ﬂt)dt

VR [ Gl Wit
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Applying 1td 's formula to (i, 1+), we come to the
Stochastic Mean-Field Equation (SMFE):

~

dpe = %V2 : (A('alit)ﬂt)dt -V (V(-,,ut),ut)dt

+/av - / -, pie, 0)pe W(dO, dt)

\

For comparison:

djic = 5 V2 (AC, pe)pe)dt = V- (V- pe)pe)dt + V - adW= (-, ),

with [dW<(x, t), dW<"(y, t)] = A(x, ¥, pe) e (x)pe(y) and A=E,,GRG.
[Rotskoff, Vanden-Eijnden, CPAM, 2022]
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Stochastic Mean-Field Equation

Applying 1td 's formula to (i, 1+), we come to the
Stochastic Mean-Field Equation (SMFE):

~

dpe = %V2 : (A('alit)ﬂt)dt -V (V(-,,ut),ut)dt

+/av - / -, pie, 0)pe W(dO, dt)

\

For comparison:

djic = 5 V2 (AC, pe)pe)dt = V- (V- pe)pe)dt + V - adW= (-, ),

with [dW<(x, t), dW<"(y, t)] = A(x, ¥, pe) e (x)pe(y) and A=E,,GRG.
[Rotskoff, Vanden-Eijnden, CPAM, 2022]

~~ Both solutions satisfy the same martingale problem!
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Related Works to SMFE

due = %Vz C(AC pe)pe) dt =V - (V (s pe)pe) dt — V- /e (G(, pe, O)pue) W(d0, dit),

Well-posedness results for similar SPDEs:

o Continuity equation in the fluid dynamics and optimal transportation
[Ambrosio, Trevisan, Crippa...]. There A= G = 0.
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Well-posedness, superposition principle and connection with SGD dynamics _
Related Works to SMFE

due = %Vz C(AG pe)pe) dt =V - (V- pe)pe) dt — V- /e (G(-, e, O)pe) W(d0, dt),

Well-posedness results for similar SPDEs:

o Continuity equation in the fluid dynamics and optimal transportation
[Ambrosio, Trevisan, Crippa...]. There A= G = 0.

@ Stochastic nonlinear Fokker-Planck equation [Coghi, Gess '19]. The
covariance A has more general structure but the noise is finite-dimensional.

o Particle representations for a class of nonlinear SPDEs [Kurtz, Xiong
'99]. The equation has more general form but the initial condition o must
have an L,-density w.r.t. the Lebesgue measure.
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Well-posedness of SMFE

Theorem (Gess, Gvalani, K. 2022)

Let the coefficients V/, G be Lipschitz continuous and smooth enough w.r.t.
spetial variable. Then the SMFE

(0%
dpe = §V2 C(AG, pe)pe) dt = V- (V(-, pe) poe) dt
~Vav - [ Glepe O W(d0, ot
e
has a unique solution. Moreover, 1 is a superposition solution, i.e.,
/j/t:/LOOX_l('at)7 t207
where X solves

dX(u,t) = V(X (u,t), pe)dt + \/a/e G(X(u, t), pe, O)W(dO, dt), X(u,0) = w.

— RO
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Convergence to deterministic PDE

Theorem (Gess, Gvalani, K. 2022)

Let ;7 be superposition solutions to the SMFE (o = 1)

1
dpe = ZV2 D(AG pe)pe) dt = V- (Vo e ) pe) dt

1 ,
_ V. : w
n /eG( s e, O) e W(d6, dt),

1
started from pg'" = 1 iy Ox with x; ~ po i.i.d. Then

" n

1
E sup Wi(uy", pd) < Cn?,
te[0,T]

and dpd = =V (V(-, u@)pl) dt.
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Quantified CLT for SMFE
= 1%+ O(n~%/?), we consider

1
g =/n (u”’" - uo) :

Theorem (Gess, Gvalani, K. 2022)

There exists the Gaussian fluctuation field 7, which is a solution to the linear
SPDE

Sl

. n,
Since i,

dipe == - (V. mme + (V0x, ), me) (b)) o

-V / G(a ,u?a 9)/4? W(dev dt)
©

Moreover,
E sup |l —mellf—s < Cn7t.
tel0,T]
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Higher order approximation of the SGD dynamics

The quantified CLT gives us that

n i
’h
t

pe” = pd+ 0 2n+ 0(n7h).
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Higher order approximation of the SGD dynamics

The quantified CLT gives us that

n i
’h
t

pe” = pd+ 0 2n+ 0(n7h).

The empirical distribution of SGD with n parameters and learning rate @ = %

satisfies
ng
Vi

1< _ _
== Z‘Sx,-(tntj) — 10 4 Y20, 1 o(n~Y/2)
i=1

[Sirignano, Spiliopoulos, SPA, 2020]
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Higher order approximation of the SGD dynamics

The quantified CLT gives us that

n i
’h
t

pe” = pd+ 0 2n+ 0(n7h).

The empirical distribution of SGD with n parameters and learning rate @ = %

satisfies
1

n
Vi

1 _ _
== Z‘Sx,-(tntj) — 10 4 Y20, 1 o(n~Y/2)
i=1
[Sirignano, Spiliopoulos, SPA, 2020]

1
n

Therefore, v™ o(n~1/?).
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Higher order approximation of the SGD dynamics

Theorem (Gess, Gvalani, K. 2022)

Let u”v% be a superposition solution to the SMFE with learning rate v = %

n
started from £ 37 | .. Let also V™7 be the empirical process associated
to the SGD dynamics with o = . Then

W, (Law(uh), Law(v"})) = o(n~1/2)

for all p € [1,2).
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Higher order approximation of the SGD dynamics

Theorem (Gess, Gvalani, K. 2022)

Let u”v% be a superposition solution to the SMFE with learning rate v = %

n
started from £ 37 | .. Let also v™5 be the empirical process associated
to the SGD dynamics with o = . Then

(o o) =t

for all p € [1,2).

\.

Remark. The SMFE

| .
diie = 5V (A ) de = - (V (-, pe)pae) e — V- / G(-. 1e. 6) e W(d, dit)
(€]

captures the fluctuations of the SGD dynamics. Therefore, it gives a better
approximation of the SGD dynamics than

dpe = =V (V(-, pe)pie) dt
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Thank you!
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