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Minimization of objective function in machine learning

The motivation is taken from [Rotskoff, Vanden-Eijnden Trainability and accuracy off
neural networks: an interacting particle system approach (2019)].
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The motivation is taken from [Rotskoff, Vanden-Eijnden Trainability and accuracy off
neural networks: an interacting particle system approach (2019)].

@ Having a large sets of data {(6;,i), i € I}, one needs to find a function f : © — R
such that f(0;) = ~;.

@ Usually one approximates f by £,(6) = 1 3°7_ U(0, xk), where x, € R?,
k € {1,..., n} are parameters which have to be found.

Example: U(0,x) =c-h(a-0+b), x=(a,b,c)
@ We measure the distance between f and f, by the loss function
11 1
£ilE) = 31 S0 b= AO)F ~ 5 [ 1F(0) = A0 () = 15
icl

where m is the distribution of data 0;.
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Minimization of objective function in machine learning

The motivation is taken from [Rotskoff, Vanden-Eijnden Trainability and accuracy off
neural networks: an interacting particle system approach (2019)].

@ Having a large sets of data {(6;,i), i € I}, one needs to find a function f : © — R
such that f(0;) = ~;.

@ Usually one approximates f by £,(6) = 1 3°7_ U(0, xk), where x, € R?,
k € {1,..., n} are parameters which have to be found.

Example: U(0,x) =c-h(a-0+b), x=(a,b,c)
@ We measure the distance between f and f, by the loss function
1
£ilE) = 31 S0 b= AO)F ~ 5 [ 1F(0) = A0 () = 15
iel

where m is the distribution of data 0;.

@ Goal: find parameters xx, k € {1,...,n}, which minimize
[f]—Cf**ZFXk)#» ZK(Xk,X/
k=1

for F(x) = En[f(0)U(0,x)], K(x,y) = En[U(0,x)U(0, y)].
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Stochastic gradient descent

@ We can define the parameters using gradient descent:

Rie(tiv1) = R(ti) + <VF(>A<k(ti)) - izvxK(;(k(ti)af(/(ti)O At,

=1

for ti = iAt, F(x) = Enf(0)U(0,x) and K(x,y) =E,U(6,x)U(0,y).
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Stochastic gradient descent

@ We can define the parameters using stochastic gradient descent:

R(tir) = Re(ti) + <VFf(>?k(ti)) - iZVfo(*k(ti)M?/(ti))) At,
=1

for tj = iAt, Fi(t,x) = f(6;)U(6;, x) and Ki(t,x,y) = U(0i,x)U(6;,y) and
{6, i € N} are iid with distribution m.
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Stochastic gradient descent

@ We can define the parameters using stochastic gradient descent:

1 n
Ri(tiv1) = Re(ti) + <VFf(>?k(fi)) - ZVXK,-(Qk(t,-)7>“</(t,-))> At,
1=1
for tj = iAt, Fi(t,x) = f(6;)U(6;, x) and Ki(t,x,y) = U(0i,x)U(6;,y) and
{6, i € N} are iid with distribution m.

@ Set R,-k X) = VF; Xk ) — 1 n: ViK; Xy X1). Then
n =1

R(tiv1) = R(t) + EmRE(R(8)) At + VAL (R,-"()?(t,-)) — EI.,R,-k(ﬁ(t;))) VAL,
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Stochastic gradient descent

@ We can define the parameters using stochastic gradient descent:

1 n
Ri(tiv1) = Re(tr) + <VF( K(ti)) — nZVfo(?k(t;)Jq(t,-))) At,
for tj = iAt, Fi(t,x) = f(6;)U(6;, x) and Ki(t,x,y) = U(0i,x)U(6;,y) and
{6, i € N} are iid with distribution m.
@ Set R,k()?) = VF,‘(Xk) — % 27:1 VXKi(Xk,X/). Then
$1(ti41) = R() + B REE(8)) Dt + VAL (RER(8)) — En REE(1)) ) VAL,
@ This is the Euler-Maruyama scheme for the SDE

dxi(t) = [VF(xi(t)) — (VK (xk(2), ), uf)]dt + VAtdB(t)

d[Bx, Bj]: = Cov (R,*, R/) dt = A(xi(t), xi(t), ul)d Z&X,

Vitalii Konarovskyi (Bielefeld University & Institute of Dean-Kawasaki equation with correlated noise April 12, 2022



: . N
Equation for empirical measure p}

dxi(t) = V(xe(£), 1) dt + dBi(t)
d[Bx, Bile = A(xk(t), xi(t), ui)dt,

Z(SX/ (t)» A X Y ,“') (EmGk(Xmu‘vG)G/(y7ﬂ70))i,je[d]

1B:C =50, BijCiy (1) = o ¥()pe(dk)
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: . N
Equation for empirical measure p}

dx(t) = V(xk(t), ui)dt + dB(t)
d[Bka B/]f = A(Xk(t),X/(t),/l,?)dt./
n 1 - A
Ht = ; ;(Sx,(t)v A(X7y7.“') = (EmGk(leh@)Gl(y’/% 9))f,j6[d]

Taking ¢ € C2(RY), we get for pus := 7

t

1/t .
(@, pe) = <so,uo>+§/ <D2@:A(-,us),us>d5+/ (V- V(- s), ps) ds + Martingale,
0] 0

where A(x, 1) = A(x, x, i)

1B:.C= Zﬁj:l BijCij, (1, pe) = [pa P(x)pe(dx)
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: . N
Equation for empirical measure p}

dxi() = V(xi(t), 1) dt + dBy (1)
d[Bk, Blle = A(x(t), xi(t), put)dt,

Z(SX/ (t)» A X Y /L) (Em Gk(Xv.u‘-,e)G/(yJLv 9)),‘1J‘e[d]
Taking ¢ € C2(RY), we get for pus := 7
1 t ) t
(pot) = (o) + 5 [ (D0 AC i), uc) ds [ (Vo Vi ), ) s + Martingale,
0 0
where A(x, 1) = A(x, x, i) and

[Martingale], = / /Pd y (Vo(x) @ Veo(y)) 2 A(x, v, ps)ps(dx) s (dy) ds

1B:C =301 BijCij (¥, ) = [ou () pe(dx)

i,j=1
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: . N
Equation for empirical measure p}

dxi() = V(xi(t), 1) dt + dBy (1)
d[Bk, Blle = A(x(t), xi(t), put)dt,

Zéx, (t)» A X ' Vs ,U,) (EmGk(X,,u.,G)G/(y,,u, 6)),‘1J‘e[d]
Taking ¢ € C2(RY), we get for pus := 7
1 t ) t
(@, pe) = (o, o) + 5/ <D @ A(uﬂs),us> d5+/ (V- V(- s), ps) ds + Martingale,
0 0
where A(x, 1) = A(x, x, i) and

[Martingale], = //Pd y (Vo(x) @ Veo(y)) 2 A(x, v, ps)ps(dx) s (dy) ds

Then f,(6) = 1377, U(0,x(t)) = [o0 U(8, x)pe(dx) should approximate the true
function f for large t.
1

IB C = Z'] 1 B,',jC,'_j, <’l‘.!.,ut> - .]\.\f{d ﬁ’(x)/lt(dx)
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Main goal

Dean-Kawasaki equation with correlated noise:

For every po = po € P2(R9) we are going to find a continuous process p:, t > 0, in
Pa2(RY) such that Vo € C2(RY)

(0, 1) = (i, o) + ;/ (D% - A(,p1s), s ds + / (Vo V(- ), pis) ds + My (t),

W= [ [ [ (7000 Vet s Aoy pos( ()

Where A(Xa /L) = A(Xa X: ,LL), and A(X7 )/7 Iu) = (Em Gk(Xa .LL7 9) G/(_)/, ,LL, 0))k,le[d]
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Main idea: We will take a cylindrical Wiener process W on L>(©, m) and assume

Mo (t) = // (Vg - G110, 0), ) W(dB, ds)
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Main goal
Dean-Kawasaki equation with correlated noise:

For every po = po € P2(R9) we are going to find a continuous process p:, t > 0, in
Pa2(RY) such that Vo € C2(RY)

(0, 1) = (i, o) + ;/ (D% - A(,p1s), s ds + / (Vo V(- ), pis) ds + My (t),

W= [ [ [ (7000 Vet s Aoy pos( ()
where A(x, 1) = A(x,x, 1), and A(x, y, 1) = (B Gk(x, 11, 0) Gi(y 11, 0)) . se(a

Main idea: We will take a cylindrical Wiener process W on L>(©, m) and assume

Mo (t) = / / (Vg - G110, 0), ) W(dB, ds)
then

/ / s, 0), ps) (Ve - G(-, ps, 0), ps) m(d0)ds

/ /Id | (Ve ® Vo) : A(x, y, 1is) s (dx) ps(dy) ds
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Related works

1
due = 5D2 (AL pe)pe) dt — V- (V(t, -, pe)pe) dt — / V- (G(t, -, pe, O)pe) W(dO, dt),
(€]

Well-posedness results for similar SPDEs:

@ Continuity equation in the fluid dynamics and optimal transportation
[Amborsio, Trevisan, Crippa...]. There A= G = 0.
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Related works

1
due = 5D2 (AL pe)pe) dt — V- (V(t, -, pe)pe) dt — / V- (G(t, -, pe, O)pe) W(dO, dt),
(€]

Well-posedness results for similar SPDEs:

@ Continuity equation in the fluid dynamics and optimal transportation
[Amborsio, Trevisan, Crippa...]. There A= G = 0.

@ Stochastic nonlinear Fokker-Planck equation [Coghi, Gess '19]. The covariance
A has more general structure (i.e. A(x,u) — A(x, x, ) > 0) but the noise is
finite-dimensional.

@ Strong superposition solutions of SDEs [Flandoly '09]. Only the existence of
solutions. The coefficients are independent of 1 and the noise is additive (G does
not depend on p and x.)

@ Particle representations for a class of nonlinear SPDEs [Kurtz, Xiong '99]. The
equation has more general form but the initial condition 1o must have an Ly-density
w.r.t. the Lebesgue measure.

The technique from [Kurtz, Xiong] can be applied to our equation if uo has Lo-density!
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Dean-Kawasaki equation with correlated noise

Consider the Dean-Kawasaki equation with correlated noise
1
dpe = §D2 (AL pe)pe) dE = V- (V(E, - ) pie) dt
— / V- (G(t, -, e, O)pe) W(dO, dt),
S

in P2(R?), where
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Existence of solutions to Dean-Kawasaki equation and superposition principle

Dean-Kawasaki equation with correlated noise

Consider the Dean-Kawasaki equation with correlated noise
1
dpe = D% (A(t, -, pe)pe) dt — V- (V(t, -, pe)pae) dt

2
- / V- (G(t,, ue, 6)ue) W(d, dt),
€]

in P2(R?), where
@ W is a cylindrical Wiener process in L2(©, m);

@ V:[0,00) x RY x Po(R?) x Q — R? and
G : [0,00) x R? x Po(RY) x Q — L2(©, m)? satisfy the “standard” measurability
assumptions and are bounded on every compact subset of [0,00) x RY x P>(R?) a.s.

° A(t7X7:u’) = ((G,-(t7x,,u,~), Gf(t7X7:U“7 .)>m)i,je[d];

April 12, 2022
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Definition of solutions to DK equation

1
d[J,t = §D2 : (A(t‘7 -,/Lt)ut) dt —V - (V(t, '7,U4t),ut) dt
_ / V- (G(t, - e, 0)e) W(dO, dt),
(€]

A continuous (F}")-adapted process yi:, t > 0, in P2(R?) is a solution to the DK
equation started from o if V ¢ € C2(RY) a.s. Vt >0

1 t
(e, pe) = (p, o) + 5/ <Dzs0 : A(s,-,us),us> ds
0

t t
—|—/ (V- V(s, -, us), ps) ds +/ / (Vo - G(s,-, s, 0), ps) W(d0, ds)
0 o Jo

)

°B:C= Zﬁj*l BijCij, (1, pe) = [pa ¥(x)pe(dx)
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SDE with interaction

The DK equation with correlated noise has a connection with the SDE with interaction
dX(u,t) = V(t, X(u, t)7ﬂt)dt+/ G(t,X(u,t), ie, O)W(d0, dt),
e

X(u,0)=u, fr=pooX '(-t), veR? t>0.
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SDE with interaction

The DK equation with correlated noise has a connection with the SDE with interaction

dX(u,t) = V(t, X(u, t),ﬁt)dt+/ G(t,X(u,t), ie, O)W(d0, dt),
(S]

X(u,0)=u, fr=pooX '(-t), veR? t>0.

A family of continuous processes {X(u,t), t > 0}, u € R?, is a (strong) solution
to SDE with interaction if X|jo,4 is B([0, t]) ® B(RY) ® F}"-measurable,
fie = po o X 1(-,t) € P2(R?) as. Vt > 0, and Yu € R? as.

X(u, t):u+/0t V(s,X(u,s),ﬁs)ds+/0t/@G(s,X(u,s),ﬁs,é))W(dG,ds)

for all t > 0.

Vitalii Konarovskyi (Bielefeld University & Institute of Dean-Kawasaki equation with correlated noise April 12, 2022



Existence of solutions to Dean-Kawasaki equation and superposition principle

SDE with interaction

The DK equation with correlated noise has a connection with the SDE with interaction

dX(u,t) = V(t, X(u, t),ﬁt)dt+/ G(t,X(u,t), ie, O)W(d0, dt),
(S]

X(u,0)=u, fr=pooX '(-t), veR? t>0.

A family of continuous processes {X(u,t), t > 0}, u € R?, is a (strong) solution
to SDE with interaction if X|jo,4 is B([0, t]) ® B(RY) ® F}"-measurable,
fie = po o X 1(-,t) € P2(R?) as. Vt > 0, and Yu € R? as.

X(u, t):u+/0t V(s,X(u,s),ﬁs)ds+/0t/@G(s,X(u,s),ﬁs,é))W(dG,ds)

for all t > 0.

\.

A.A. Dorogovtsev Measure-valued processes and stochastic flows, 2007
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Well-posedness of SDE with interaction

Lipshitz continuity & linear growths (LC&LG) assumption: VT > 0, 3L > 0
such that a.s.

|V(t,X,,u)—V(t.,y,l/)|—|—|||G(t,X,/.L,~) (t Y,V )H| <L(|X_}/|+W2(:U’>V))'

vVt € [0, T], x,y € R? and u,v € P2(R?)
&
|V(t,0,8)| + |[|G(t, 0,3, )|, <L

where 8§ denotes the §-measure at 0 on RY.
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Well-posedness of SDE with interaction

Lipshitz continuity & linear growths (LC&LG) assumption: VT > 0, 3L > 0
such that a.s.

|V(t,X,,u)—V(t.,y,l/)|—|—|||G(t,X,/.L,~) (t Y,V )H| <L(|X_}/|+W2(:U’>V))'

vVt € [0, T], x,y € R? and u,v € P2(R?)
&
|V(t,0,8)| + |[|G(t, 0,3, )|, <L

where 8§ denotes the §-measure at 0 on RY.

Remark: (LC&LG) implies |V/(t, x, 1) + [[[G(t, x, 1, *)[ll,,, < L(1 + [x] + Wa(p, o))
Vt € [0, T], x € RY, ue Po(RY).
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Well-posedness of SDE with interaction

Lipshitz continuity & linear growths (LC&LG) assumption: VT > 0, 3L > 0
such that a.s.

|V(t,X,,u)—V(t.,y,l/)|—|—|||G(t,X,/.L,~) (t Y,V )H| <L(|X_}/|+W2(:U’>V))'

vVt € [0, T], x,y € R? and u,v € P2(R?)
&
|V(t,0,8)| + |[|G(t, 0,3, )|, <L

where 8§ denotes the §-measure at 0 on RY.

Remark: (LC&LG) implies |V/(t, x, 1) + [[[G(t, x, 1, *)[ll,,, < L(1 + [x] + Wa(p, o))
Vt € [0, T], x € RY, ue Po(RY).

Let V, G satisfy (LC&LC). Then for every uo € P>(R?) the SDE with interaction
has a unique solution started from .
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Dean-Kawasaki equation and SDE with interaction

SDE with interaction:
dX(u, t) = V(t,X(u, t),ﬂt)dtJr/e G(t,X(u,t), i, 0)W(dO, dt),
X(u,0)=u, fe=pooX '(,t), ueR’ t>0.
Dean-Kawasaki equation with correlated noise: Yy € C2(RY)

1 t
(i, ) = (0, o) + 5/0 (D?¢ : A(s,+, pis), is) ds

t t
+/ <w-V(s,-,us),us>ds+/ /<W-G(s,-,us,e),us> W/(do, ds)
0 0 (€]
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Existence of solutions to Dean-Kawasaki equation and superposition principle

Dean-Kawasaki equation and SDE with interaction

SDE with interaction:
dX(ur t) = V(t,X(u, t)v l_"t)dt +/ G(t,X(U, t)matva)W(dav dt):
(S]
X(U,O): u, ﬁt:HOOX_l('vf), UERd’ t>0.

Dean-Kawasaki equation with correlated noise: Yy € C2(RY)

1 t
(i, ) = (0, o) + 5/0 (D?¢ : A(s,+, pis), is) ds

t t
+ / (Vo V(s - ), is) ds + / / (V- G(s, -, is, 0), is) W(d0, ds)
0 0 (€]

Let X be a solution to the SDE with interaction with o € P2(R?).
Then jie = po o X (-, t), t > 0, is a solution to the DK equation.
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X(U,O): u, ﬁt:HOOX_l('vf), UERd’ t>0.

Dean-Kawasaki equation with correlated noise: Yy € C2(RY)

1 t
(i, ) = (0, o) + 5/0 (D?¢ : A(s,+, pis), is) ds

t t
+ / (Vo V(s - ), is) ds + / / (V- G(s, -, is, 0), is) W(d0, ds)
0 0 (€]

Let X be a solution to the SDE with interaction with o € P2(R?).
Then jie = po o X (-, t), t > 0, is a solution to the DK equation.

Definition: We will say that fi¢, t > 0, is a superposition solution to the DK equation.
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Proof of the lemma

X(u,t) =u+ /t V(s, X(u,s), iis)ds + /t/ G(s, X(u,s), fis, ) W(d0, ds).
0 0o Je
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Proof of the lemma

X(u,t) =u+ /t V(s, X(u,s), iis)ds + /t/ G(s, X(u,s), fis, ) W(d0, ds).
0 0o Je

Taking ¢ € C2(RY) and using It8’s formula, we get

o(X(u, t)) = p(u) + /ot V(X(u,s)) - V(s, X(u, s), is)ds

+ % /Ot DQgD(X(u,s)) s A(s, X(u, s), fis)ds

+ /t/ Vo(X(u,s)) - G(s,X(u,s), gs,0)W(d0,ds), t>0,
0o Jeo

where A(s, x, u) = ||G(s, x, 1, )an
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Proof of the lemma

X(u,t) =u+ /Ot V(s, X(u,s), iis)ds + /ot/e G(s, X(u,s), fis, ) W(d0, ds).
Taking ¢ € C2(RY) and using It8’s formula, we get
P(X(u, 1)) = p(u) + /ot V(X (u;5)) - V(s, X(u, 5), fis)ds
=3 DPp(X(u,5)) - Als, X(u, ), is)ds
+ /Ot/eVgo(X(u,s)) - G(s,X(u,s), ns,0)W(db,ds), t>0,

where A(s, x, u) = ||G(s, x, 1, )an

Then we integrate the LHS and RHS with respect to po(du) and use
Juo (X (u, ))pio(du) = (8, ).
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Existence of solutions to Dean-Kawasaki equation and superposition principle

Uniqueness and superposition principle

SDE with interaction:
dX(u, t) = V(£ X(u, £), fie)dt +/ G(t, X(u, t), ie, O)W(d0, dt),
€]
X(U,O): u, ﬁf:,ulooxil('vt)v ueRd’ t>0.

Dean-Kawasaki equation with correlated noise: Vo € C2(RY)

1 t
(@, pe) = (@, o) + 5/0 (D%¢ : A(s, -, is), pis) ds

t t
[ (e Vs ds+ [ (V- Lo pae, 0), s) W(d0,d)
0 0 €]

Let V, G satisfy (LC&LG). Then the DK equation has a unique solution iff it has
only superposition solutions.
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

t

(oh = (o) + 3 [ @ npdst [[(Vorvts)mas+ [ (Tp0,0) - dw(s)
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

"t

t
(0> A, vs)ds + /

L
(eom) =l + 5 | O

; (Vo -v(s,-),vs)ds + /:(cha, vs) - dw(s)

How can we remove the noise from the equation for v;?
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Uniqueness of solutions to Dean-Kawasaki equation

|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

"t

L
(eom) =l + 5 |

t
(0> A, vs)ds + /
0 .

; (Vo -v(s,-),vs)ds + /:(cha, vs) - dw(s)

How can we remove the noise from the equation for v;?

Consider the transformation 1;(x) = x — ow; and take p; = v; o ¢,
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Uniqueness of solutions to Dean-Kawasaki equation

|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

t

(oh = (o) + 3 [ @ npdst [[(Vorvts)mas+ [ (Tp0,0) - dw(s)

How can we remove the noise from the equation for v;?

Consider the transformation 1;(x) = x — ow; and take p; = v; o ¢,
t
(@, pe) = (pothe,ve) = p(xe —owe) = (Xo + / v(s, Xs)dS)
0
t
= p0) + [ (Vi = rws) - vl x )
0

= ¢(x0) + /Ot(VsD) 0 1s(xe) - v(s, %5 " 0 ¥s(xs))ds
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

t

(p,ve) = (@, 10) + % I/O)t(azAgo, vsyds + ./(; (Vo - v(s,-),vs)ds + l/(:(Vgoa, vs) - dw(s)

How can we remove the noise from the equation for v;?

Consider the transformation ¢:(x) = x — ow; and take p: = v; o 1/;;1:
(@, pt) = (pothe,ve) = p(xe —owe) = (Xo + /0 v(s, Xs)dS)
= p0) + [ (V) = ow) - v(s. x)ds
0
= 0) + [ (T tilo) - vis.vi 0 i ))ds

= <907 VO) + /Ot<(v90) © wS : V(S, ¢;l o ¢5)7V5>d5
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

t

(p,ve) = (@, 10) + % I/O)t(azAgo, vsyds + ./(; (Vo - v(s,-),vs)ds + l/(:(Vgoa, vs) - dw(s)

How can we remove the noise from the equation for v;?

Consider the transformation ¢:(x) = x — ow; and take p: = v; o 1/;;1:
(@, pt) = (pothe,ve) = p(xe —owe) = (Xo + /0 v(s, Xs)dS)
= p0) + [ (V) = ow) - v(s. x)ds
0
= 0) + [ (T tilo) - vis.vi 0 i ))ds

= ;o) +/Ot<(Vs0) o hs - v(s, 95 0 1)), vs)ds
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|dea of removing the noise

Let x be a solution to
dxe = v(t, x¢)dt + odws.

Then vy = dy,, t > 0, solves Vi € CS(R")

t

(p,ve) = (@, 10) + % I/O)t(azAgo, vsyds + ./(; (Vo - v(s,-),vs)ds + l/(:(Vgoa, vs) - dw(s)

How can we remove the noise from the equation for v;?

Consider the transformation ¢:(x) = x — ow; and take p: = v; o 1/;;1:
(@, pt) = (pothe,ve) = p(xe —owe) = (Xo + /0 v(s, Xs)dS)
= p0) + [ (V) = ow) - v(s. x)ds
0
= 0) + [ (T tilo) - vis.vi 0 i ))ds

= <907p0> + /Ot<v90 : V(va;1)7p5>ds
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Transformation ),

Vi(x) =x —ow;, xeR? t>0.

Py = (LZ)}, . ,wf) is a solution to the stochastic transport equation:

t
Q/Jf(x):xk—/VdJSkzrdWs, ke{l,...,d}
0
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Transformation ),

Vi(x) =x —ow;, xeR? t>0.

Py = (LZ)}, . ,wf) is a solution to the stochastic transport equation:
t
¢f(x):xk—/ Viko - dws,, ke{l,...,d}
0
and its inverse ¢:(x) = ;! (x) = x + ow; solves

oe(x) = x + /Otadwt
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Come back to DK equation
Let pe, t > 0, satisfies Vp € C2(RY)
(p, ) = (s p0) + % /Ot (D¢ : A(s, -, pis), pis) ds

t t
+ [(e Vs ds+ [ (V- Lo as, 0), s) W(d0,d)
0 0 €]

We want to show that jur = po o X71(-,t), t > 0.
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Uniqueness of solutions to Dean-Kawasaki equation

Come back to DK equation
Let pe, t > 0, satisfies Vp € C2(RY)
1t
(s pt) = (ps o) + 5/ (D*p 1 A(s, -, ps), s ) ds
0

t t
+ [(e Vs ds+ [ (V- Lo as, 0), s) W(d0,d)
0 0 €]

We want to show that jur = po o X71(-,t), t > 0.

We freeze yu¢ in the coefficients: a(t, x) = A(t, x, uit), v(t,x) = V(t,x, ut),
g(t,x,0) = G(t,x, jut, 0) and &(t, x,y) = A(t, x, y, ue) = (G(t, x, ue, 0), G(t, y, pe, 0))m.
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Uniqueness of solutions to Dean-Kawasaki equation

Come back to DK equation
Let pe, t > 0, satisfies Vp € C2(RY)
1 t
(@, ue) = (@, po) + 5/0 (D?¢: A(s, -, ps), s ) ds
t t
+ [(e Vs ds+ [ (V- Lo as, 0), s) W(d0,d)
0 o Je

We want to show that jur = po o X71(-,t), t > 0.
We freeze yu¢ in the coefficients: a(t, x) = A(t, x, uit), v(t,x) = V(t,x, ut),
g(t,x,0) = G(t,x, e, 0) and &(t,x,y) = A(t,x, y, ue) = (G(t, x, put, 0), G(t, ¥, 41, 0))m.

We introduce the field of martingales

t
M(x,t):/ g(s,x,0)W(do,ds), xeR? t>0.
JO
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Come back to DK equation

Let pe, t > 0, satisfies Vp € C2(RY)
1 [t 5
(@, ue) = (@, po) + 5/0 (D% : A(s, -, pis), pis ) ds
t t
+ [(e Vs ds+ [ (V- Lo as, 0), s) W(d0,d)
0 0 Je
We want to show that jur = po o X71(-,t), t > 0.
We freeze yu¢ in the coefficients: a(t, x) = A(t, x, uit), v(t,x) = V(t,x, ut),
g(t,x,0) = G(t,x, e, 0) and a(t, x,y) = A(t, x,y, pe) = (G(t, x, pe, 0), G(t, ¥, p1e,0))m.
We introduce the field of martingales
t
M(x, t) = / g(s,x,0)W(do,ds), xeR? t>0.
Jo

and consider a solution ¥¢(x) = (Wi(x),...,¥d(x)) to

t
w?(x):xkf/ Vipk(x) - M(x,0ds), t>0, xeRY ke{1,...,d}
0
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Come back to DK equation
Let pt, t > 0, satisfies Vp € C2(RY)
1 t
(@, 1t} = (@, o) + 5/0 (D¢ : A(s, -, is), pis) ds

+ / (V- V(5. is), ) 5 + //e (V- G(s.- s, 6), 1s) W(d6, ds)

We want to show that pr = oo X~1(-, t), t > 0.

We freeze pu¢ in the coefficients: a(t, x) = A(t, x, ue), v(t,x) = V(t,x, pt),
g(t7X7 9) = G(tv X, Kt 6) and §(t7 va) = A(t7X7y7 Nt) = <G(t7 Xy [t 9)7 G(t7}/7 Kt 9)>m
We introduce the field of martingales

t
M(x,t) = / g(s, %, 0)W(d0,ds), x €RY, t>0.
and consider a solution v¢(x) = (¥1(x),...,¥d(x)) to

P (x)= x 7/V¢5 M(x,ods), t>0, xcRY kef{l,... d}
/ / Yk (x) - g(s, x, 0) W(d0, ds)
/ f e (s vrum)) b
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Assumptions on coefficients

We introduce the norms

f(x Df(x) — Df
s = sup 7L 5™ sup Do+ 3 sup 1P DTN
x€Rd +\ 1<) <m XER | om XY Ix =yl
h(x
lhllzys = sup —PCNL S~ e D (s, )

x,y R (1+|X|)(1+|y‘) 1<‘a|<mxye]Rd
|D2 Dy h(x, y) — Dg D h(x', y) — Dg Dy h(x, y') + Dg DS, h(x', y'))

+ sup
2 X!y Ay [x = x'1°ly — y'|°

|o|=m

Vitalii Konarovskyi (Bielefeld University & Institute of Dean-Kawasaki equation with correlated noise April 12, 2022



Assumptions on coefficients

We introduce the norms

F DOf(x) — Df
s = sup 7L 5™ sup Do+ 3 sup 1P DTN
xerd 1+ |x] 1<|a|<mX*€R? leel=m 7Y Ix =yl

~ |h(x, y)|
lAllmrs = sup + D sup |DEDh(x,y)|
T yerd (LHINA+IYD) G aere

|D2 Dy h(x, y) — Dg D h(x', y) — Dg Dy h(x, y') + Dg DS, h(x', y'))

+ sup
2 X!y Ay [x = x'1°ly — y'|°

|o|=m

Smoothness of coefficients (SM):

sup (VI m)llss + 1At ) 135s) < o0, i €{L,...,d}
te[0, T],nEP2(RY)

Vitalii Konarovskyi (Bielefeld University & Institute of Dean-Kawasaki equation with correlated noise April 12, 2022



Uniqueness of solutions to DK equation

Let the coefficients to the DK equation

1
dur = §D2 (AL, - pe)pe) dt = V- (V(t, -, e pe) dt

— / V- (G(t, ',/Lt,e)ﬂt) W(d9, dt),
©

satisfy assumptions (LC&LG) and (SM). Then for every o € P>(RY) there exists
a unique solution started from o which also is a superposition solution.
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Uniqueness of solutions to Dean-Kawasaki equation

Uniqueness of solutions to DK equation

Let the coefficients to the DK equation
1
due = 5D (A(t, -, pe)pe) dt — V- (V(t, -, pe) e dft

2
- / \ (G(t7 'Hutve)lu‘f) W(d97 dt)7
(€]

satisfy assumptions (LC&LG) and (SM). Then for every o € P>(RY) there exists
a unique solution started from o which also is a superposition solution.

\.

The idea of the proof is to remove the noise and the second order term from the

equation by the transformation
—1
pe=peot;

where f(x) = x* — fot Vb (x) - M(x, ods) and M(x,t) = fotg(s,x7 )W (de, ds).

April 12, 2022

Dean-Kawasaki equation with correlated noise
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Uniqueness of solutions to Dean-Kawasaki equation

Well-posedness of the stochastic transport equation

Let the coefficients to the DK equation satisfy (SM) assumption.
Then Vk € {1,...,d} 38’ € (0,6) and an (F}")-adapted continuous ¢>%' valued
process X, t > 0, satisfying a.s.

t
WE(x) = x* — / Ve (x) - M(x,0ds), >0, x€Re.
0
Moreover, a.s. Vt > 0 the map ¥: = (¥t,...,9%) : R? — R? is invertible and

¢r == bt is an (F)-adapted continuous C*% (RY)-valued stochastic process
that satisfies the equation

Pe(x)=x + /Ot M(¢s(x),ods), t>0, x¢€ R?
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Uniqueness of solutions to Dean-Kawasaki equation

Well-posedness of the stochastic transport equation

Let the coefficients to the DK equation satisfy (SM) assumption.
Then Vk € {1,...,d} 36’ € (0,6) and an (F)-adapted continuous C** -valued
process 1K, t > 0, satisfying a.s.
t
YE(x) = x* - / VE(x) - M(x,0ds), t>0, xeR’
0

Moreover, a.s. Vt > 0 the map ¥: = (¥t,...,4%) : RY — R? is invertible and
¢ = ;' is an (F)-adapted continuous C3’5,(Rd)-valued stochastic process
that satisfies the equation

be(x)=x + /0t M($s(x),0ds), t>0, xeR?

‘ : 1 ‘ 3 A £
:Xf/o /eg(s.o(s,x),e)vv(de.ds)+5/0 (Vs - 3)(s, 65, x), &(s, x))ds
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Uniqueness of solutions to Dean-Kawasaki equation

Well-posedness of the stochastic transport equation

Let the coefficients to the DK equation satisfy (SM) assumption.
Then Vk € {1,...,d} 38’ € (0,6) and an (F}")-adapted continuous ¢>%' valued
process X, t > 0, satisfying a.s.

t
WE(x) = x* — / Ve (x) - M(x,0ds), >0, x€Re.
0
Moreover, a.s. Vt > 0 the map ¥: = (¥t,...,9%) : R? — R? is invertible and

¢r == bt is an (F)-adapted continuous C*% (RY)-valued stochastic process
that satisfies the equation

Pe(x)=x + /Ot M(¢s(x),ods), t>0, x¢€ R?

.

For the proof see in [Kunita Stochastic flows and SDEs]
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Transformation of space

For the solution ¢, t > 0, we consider

pe=peothr, t>0

Let the coefficients of the DK equation satisfy (SM) assumption. Then p;, t > 0,
is a solution to the transport equation

dpt = —V(b(f.‘7 ~)pr)dt7 pPo = Mo,

i.e. Vo € C3(RY) ass.
t
(o, ) = (uo,so>+/ (Ve b(s,), ps)ds, t=0,
0
where b(t,x) = b(t,;*(x)) and

B(t.0) = V() - W(e.0) = 3 [ T (86 x0) - VU0 ().
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|dea of proof of the proposition

t
(¢, ue) = bdd var. proc. +/ / (V- g(s,-,0), us) W(d0, ds)
0 €]

Pk (x) = x* —/: VK (x)- M(x, ods) = x*— /(;t /e Vi (x) - g(s, x,0)W(d#, ds) + Ito correction
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|dea of proof of the proposition

t
(¢, ue) = bdd var. proc. +/ / (V- g(s,-,0), us) W(d0, ds)
0 €]

Pk (x) = x* —/: VK (x)- M(x, ods) = x*— /(;t /e Vi (x) - g(s, x,0)W(d#, ds) + Ito correction

We take o € C2(R?) and apply the Ito-Wentzell formula to (@, pe) = (@ 0 e, jue).
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|dea of proof of the proposition

t
(¢, ue) = bdd var. proc. +/ / (V- g(s,-,0), us) W(d0, ds)
0 €]

Pk (x) = x* —/: VK (x)- M(x, ods) = x*— /: /e Vi (x) - g(s, x,0)W(d#, ds) + Ito correction

We take o € C2(R?) and apply the Ito-Wentzell formula to (@, pe) = (@ 0 e, jue).
Note that

d t
po(x) =— Z/ /eﬁkgovwi((x) - g(s,x,0)W(db,ds) + bdd var. proc.
k=10

= /Ot/G'V(‘POQ/’S)(X)~g(S7X-,9)W(d0,d5)+M
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|dea of proof of the proposition

t
(¢, ue) = bdd var. proc. +/ / (V- g(s,-,0), us) W(d0, ds)
0 €]

t t
Pk (x) = x* —/ Vi (x)- M(x, ods) = ka/ / Vi (x) - g(s, x,0)W(d#, ds) + Ito correction
0 0o Je
We take o € C2(R?) and apply the Ito-Wentzell formula to (@, pe) = (@ 0 e, jue).
Note that

d t
po(x) =— Z/ /eﬁkgovwi((x) - g(s,x,0)W(db,ds) + bdd var. proc.
k=10

= /Ot/G'V(‘POQ/’S)(X)~g(S7X-,9)W(d0,d5)+M

(2 pe) = (0, pie) = / [ V(o0 w0 g(s.-.0). ) Wi(d0. ds)

B /t / <V(<p © wt) : g(S, %y 9)3 ,LL5> W(dea dS) + bdd var. proc.
0o Jo
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Proof of the uniqueness result

@ We know that p: = ps 0 9, ! is a solution to the transport equation with random
coefficient:
dpe = =V(b(t,)p:)dt, po= po.
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Proof of the uniqueness result

@ We know that p: = ps 0 9, ! is a solution to the transport equation with random
coefficient:
dpe = =V(b(t,)p:)dt, po= po.

@ Using the duality argument, we can prove the uniqueness to the equation above.
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Proof of the uniqueness result

@ We know that p: = ps 0 9, ! is a solution to the transport equation with random
coefficient:
dpe = =V(b(t,)p:)dt, po= po.

@ Using the duality argument, we can prove the uniqueness to the equation above.

@ The direct computation shows that 5; = o o Y (-, t) is the solution to the
transport equation, where Y (u, t) = 1; o X(u, t) for X being a unique solution to

dX(u, £) = v(t, X(u, t))dt + / g(t, X(u, t),0)W(d0, dt),

X(u,0)=u, t>0.
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Proof of the uniqueness result

@ We know that p: = ps 0 9, ! is a solution to the transport equation with random
coefficient:
dpe = =V(b(t,)p:)dt, po= po.

@ Using the duality argument, we can prove the uniqueness to the equation above.

@ The direct computation shows that 5; = o o Y (-, t) is the solution to the
transport equation, where Y (u, t) = 1; o X(u, t) for X being a unique solution to

dX(u, £) = v(t, X(u, t))dt + / g(t, X(u, t),0)W(d0, dt),

X(u,0)=u, t>0.

® Then peoty; " = pr=pr = poo Y (1) = poo X (-, t) oy .
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Proof of the uniqueness result

@ We know that p: = ps 0 9, ! is a solution to the transport equation with random
coefficient:
dpe = =V(b(t,)p:)dt, po= po.

@ Using the duality argument, we can prove the uniqueness to the equation above.

@ The direct computation shows that 5; = o o Y (-, t) is the solution to the
transport equation, where Y (u, t) = 1; o X(u, t) for X being a unique solution to

dX(u, £) = v(t, X(u, t))dt + / g(t, X(u, t),0)W(d0, dt),

X(u,0)=u, t>0.

® Then peoty; " = pr=pr = poo Y (1) = poo X (-, t) oy .
@ Hence pe = pio o X 71(-, t).
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iqueness of solutions to Dean-Kawasaki equation

Thank you!

Vitalii Konarovskyi (Bielefeld University & Institute of ki equation with correlated noise
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