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## Stochastic Block Model

Stochastic Block Model $G(n, p, q)$ is a random graph such that:

- consists of $n m$ vertices divided into $m$ subsets $(m=2)$;
- edges are drown independently;
- intra class edges appear with probability $p=p_{n}$;
- inter class edges appear with probability $q=q_{n}$.
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We are interesting in the scaling limit as $n \rightarrow \infty$ and $p_{n}, q_{n} \rightarrow 0$.
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## It is well－known：

－If $p_{n}=q_{n}=\frac{a}{m n}$ ，then SBM is an Erdős－Rényi graph for which：
－for $a>1, C_{1}(n) \sim \Theta(n)$ ；
－for $a<1, C_{1}(n) \sim \Theta(\ln n)$ ；
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We are interesting in a novel critical regime: $q_{n} \ll p_{n} \sim \frac{a}{n}$.

## Scaling limit of Erdős-Rényi Graphs

$G(n, p)$ - a Erdős-Rényi random graph with $n$ vertices and edges appearing with prob. $p=p_{n}(t)=\frac{1}{n}+\frac{t}{n^{4 / 3}}$.
where $C_{k}(n, t)$ is the $k$-th largest component.
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## Theorem．

For every $t \in \mathbb{R}$ the sequence $\operatorname{ER}_{n}(t)$ converges in $l_{\downarrow}^{2}$ to $X^{*}(t)$ in distribu－ tion，where $X^{*}(t)$ is the ordered sequence of excursions of

$$
W(s)-\frac{1}{2} s^{2}+t s, \quad s \geq 0,
$$

above past minima．$X^{*}(t), t \in \mathbb{R}$ ，is called the standard Multiplicative coalescent，and is a Markov process in $l_{\downarrow}^{2}$ ．
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- define $\mathrm{RMM}_{s}(x, y)$ as a vector of the ordered masses of connected components.
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## Theorem.
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Since for $x=\left(n^{-2 / 3}, \ldots, n^{-2 / 3}, 0,0, \ldots\right)$ and some $t_{n} \rightarrow t, n \rightarrow \infty$,

$$
\begin{aligned}
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\end{aligned}
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and

## Proposition (K., Limic '20)

Let $x^{n} \rightarrow x, y^{n} \rightarrow y$ in $l_{\downarrow}^{2}$ and $s_{n} \rightarrow s$ in $[0, \infty)$. Then
$\operatorname{RMM}_{s_{n}}\left(x_{n}, y_{n}\right) \rightarrow \operatorname{RMM}_{s}(x, y) \quad$ in $l_{\downarrow}^{2}$ in probability
as $n \rightarrow \infty$.
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