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#### Abstract

We consider the Dean-Kawasaki equation with smooth drift interaction potential and show that measure-valued solutions exist only in certain parameter regimes in which case they are given by finite Langevin particle systems with mean field interaction.


Keywords Dean-Kawasaki equation • Langevin dynamics • Wasserstein diffusion - Itô formula for measure-valued processes

Mathematics Subject Classification (2010) 60H15 • 60K35 - 82C22 . 60G57. 82C31

## 1 Introduction and main result

This paper is devoted to the existence, uniqueness and structure of solutions to the Dean-Kawasaki equation

$$
\begin{equation*}
d \mu_{t}=\frac{\alpha}{2} \Delta \mu_{t} d t+\nabla \cdot\left(\mu_{t} \nabla \frac{\delta F\left(\mu_{t}\right)}{\delta \mu_{t}}\right) d t+\nabla \cdot\left(\sqrt{\mu_{t}} d W_{t}\right) \tag{1}
\end{equation*}
$$

which appears in macroscopic fluctuation theory or models for glass dynamics in non-equilibrium statistical physics $[2,3,7,8,9,10,11,12,15,16,19,20$, $21,26,27,29,30,32,33,34]$. Here $d W$ denotes a space-time white noise vector field and $\frac{\delta F(\mu)}{\delta \mu}$ denotes the functional derivative of $F$.

Extending our previous result for the non-interacting case in [23], we show that for smooth potentials $F$ measure-valued solutions to (1) exist only for a

[^0]discrete range of parameters $\alpha$ in which case the solution is given in terms of a finite particle system.

The precise definition of a (weak martingale) solution to (1) and our main result read as follows.
Definition 1 A continuous $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$-valued process $\mu_{t}$ is a solution to equation (1), if for each $\varphi \in \mathrm{C}_{b}^{2}\left(\mathbb{R}^{d}\right)$ the process

$$
M_{\varphi}(t):=\left\langle\varphi, \mu_{t}\right\rangle-\int_{0}^{t}\left[\frac{\alpha}{2}\left\langle\Delta \varphi, \mu_{s}\right\rangle+\left\langle\nabla \varphi \cdot \nabla \frac{\delta F\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle\right] d s, \quad t \geq 0
$$

is a continuous martingale with respect to the filtration $\mathcal{F}_{t}:=\sigma\left(\mu_{s}, s \in[0, t]\right)$, $t \geq 0$, with the quadratic variation

$$
\begin{equation*}
\left.\left[M_{\varphi}\right]_{t}=\left.\int_{0}^{t}\langle | \nabla \varphi\right|^{2}, \mu_{s}\right\rangle d s, \quad t \geq 0 \tag{2}
\end{equation*}
$$

Let $\mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ denote the space of twice continuously differentiable functions on $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$, which are bounded on the subsets $\left\{\mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right.$ : $\left.\mu\left(\mathbb{R}^{d}\right) \leq C\right\}, C>0$, together with their derivatives. For the precise definition of $\mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ see Section 2.
Theorem 1 (Existence and uniqueness of solutions to the DeanKawasaki equation) Let $\nu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), b:=\nu\left(\mathbb{R}^{d}\right) \neq 0$ and $F \in \mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$. Then Dean-Kawasaki equation (1) has a (unique in law) solution $\mu_{t}, t \geq 0$, starting from $\nu$, i.e. $\mu_{0}=\nu$, if and only if $b \alpha=: n \in \mathbb{N}$ and $\nu=\frac{b}{n} \sum_{i=1}^{n} \delta_{x^{i}}$ for some $x^{i} \in \mathbb{R}^{d}, i \in[n]:=\{1, \ldots, n\}$. Moreover,

$$
\mu_{t}=\frac{b}{n} \sum_{i=1}^{n} \delta_{X^{i}(t)}, \quad t \geq 0
$$

where $X(t)=\left(X^{1}(t), \ldots, X^{n}(t)\right), t \geq 0$, is a (unique) solution to the equation

$$
d X^{i}(t)=-\nabla \frac{\delta F\left(\mu_{t}\right)}{\delta \mu_{t}}\left(X^{i}(t)\right) d t+\sqrt{\frac{n}{b}} d w^{i}(t), \quad i \in[n]
$$

with $X(0)=\left(x^{1}, \ldots, x^{n}\right)$, and $w^{i}(t), t \geq 0, i \in[n]$, are independent standard Wiener processes on $\mathbb{R}^{d}$.

We remark that the statement above is false for completely arbitrary drift $F$, since Dean-Kawasaki models with singular drift admitting complex solutions are known e.g. [36] and [1, 22, 24, 25, 28, 31] both in case of $\alpha>0$ or $\alpha=0$, respectively. We also note that the regularised versions of the DeanKawasaki equation can admit non-trivial solutions (see, e.g. [5, 4, 13]).

Contents of the paper. The proof of our main theorem is based on a reduction to the simpler case when $F=0$, which was treated in [23], by means of a Girsanov transform which is combined with an appropriate Itô formula for $F(\mu)$. The latter is obtained by means of an explicit approximation of smooth functionals $F$ by simple cylindrical functionals in terms of measure-valued versions of Bernstein polynomials, which is given in the appendix and which might be of independent mathematical interest.

## 2 Preliminaries

Let $\mathrm{C}(K)$ be the space of continuous functions on a closed subset $K$ of $\mathbb{R}^{d}$, Usually, $K$ will be a rectangle $[a, b]^{d}$ or $\mathbb{R}^{d}$. The set of bounded continuous functions on $K$ is denoted by $\mathrm{C}_{b}(K)$. For $m \in \mathbb{N}$ we define by $\mathrm{C}^{m}(K)$ the space of $m$ times continuously differentiable functions on the interior of $K$ and which can be extended to continuous functions on $K$. We say that $f$ is smooth on $K$ if it belongs to $C^{m}(K)$ for all $m \geq 1$. The set of smooth functions on $K$ is denoted by $C^{\infty}(K)$. If $l=\left(l_{1}, \ldots, l_{d}\right) \in(\mathbb{N} \cup\{0\})^{d}=: \mathbb{N}_{0}^{d}$ and $l \neq(0, \ldots, 0)$, then we will use the notation

$$
\frac{\partial^{|l|} f}{\partial x^{l}}=\frac{\partial^{l_{1}+\ldots+l_{d}} f}{\partial x_{1}^{l_{1}} \ldots \partial x_{d}^{l_{d}}}
$$

for the corresponding derivative of $f$ if it exists. We also set $f^{((0, \ldots, 0))}=f$ and $\mathrm{C}^{0}(K):=\mathrm{C}(K)$. If $K=[a, b]^{d}$, then we equip $\mathrm{C}^{m}(K)$ with the uniform norm denoted by $\|\cdot\|_{\mathrm{C}^{m}(K)}$. If $K=\mathbb{R}^{d}$, the topology on $\mathrm{C}^{m}(K)$ is generated by the seminorms of uniform convergence on compact sets.

We will denote the set of finite measures on $K$ by $\mathcal{M}_{F}(K)$ (or shortly $\left.\mathcal{M}_{F}\right)$. For each $\varphi \in \mathrm{C}_{b}(K)$ we set

$$
\langle\varphi, \mu\rangle:=\int_{\mathbb{R}^{d}} \varphi(x) \mu(d x)
$$

We equip $\mathcal{M}_{F}$ with the weak topology defined by

$$
\mu_{n} \rightarrow \mu \text { in } \mathcal{M}_{F}, n \rightarrow \infty, \quad \text { iff } \quad\left\langle\varphi, \mu_{n}\right\rangle \rightarrow\langle\varphi, \mu\rangle, n \rightarrow \infty, \forall \varphi \in \mathrm{C}_{b}(K) .
$$

It is well known that such a topology is metrisable and $\mathcal{M}_{F}$ is a Polish space. We also remark that convergence of measures will be always understood in this sense throughout the paper.

The following lemma can be easily obtained e.g. from the Prokhorov theorem (see e.g. Lemma 16.15 in [18]).

Lemma 1 If $K$ is a compact set, then for each $C>0$ the set $\mathcal{N}_{C}(K):=\{\mu \in$ $\left.\mathcal{M}_{F}(K): \mu(K) \leq C\right\}$ is compact in $\mathcal{M}_{F}(K)$.

Let $\mathrm{C}\left(\mathcal{M}_{F}\right)$ be the set of continuous functions from $\mathcal{M}_{F}(K)$ to $\mathbb{R}$.
If $K$ is compact, we equip the space $\mathrm{C}\left(\mathcal{M}_{F}(K)\right)$ with the topology of uniform convergence on compact sets $\mathcal{N}_{C}(K), C>0$. Then one can prove that $\mathrm{C}\left(\mathcal{M}_{F}(K)\right)$ is a Polish space.

A function $F \in \mathrm{C}\left(\mathcal{M}_{F}(K)\right)$ is said to be differentiable if for every $\mu \in$ $\mathcal{M}_{F}(K)$

$$
F^{\prime}(\mu ; x):=\frac{\delta F(\mu)}{\delta \mu}(x):=\left.\frac{\partial}{\partial \varepsilon} F\left(\mu+\varepsilon \delta_{x}\right)\right|_{\varepsilon=0}=\lim _{\varepsilon \rightarrow 0+} \frac{F\left(\mu+\varepsilon \delta_{x}\right)-F(\mu)}{\varepsilon}
$$

exists for each $x \in K$ and belongs to $\mathrm{C}(K)$. The set of functions for which $F^{\prime}(\mu ; x)$ is jointly continuous in $\mu$ and $x$ is denoted by $\mathrm{C}^{1}\left(\mathcal{M}_{F}\right)$.

Similarly, we can define the second order derivative. So, the second derivative of a function $F \in \mathrm{C}\left(\mathcal{M}_{F}\right)$ is defined by

$$
F^{\prime \prime}(\mu ; x, y):=\frac{\delta^{2} F(\mu)}{\delta \mu^{2}}(x, y):=\left.\frac{\partial^{2}}{\partial \varepsilon_{1} \partial \varepsilon_{2}} F\left(\mu+\varepsilon_{1} \delta_{x}+\varepsilon_{2} \delta_{y}\right)\right|_{\varepsilon_{1}=\varepsilon_{2}=0}
$$

if it exists for all $x, y \in K$ and belongs to $\mathrm{C}\left(K^{2}\right)$. The set of functions from $\mathrm{C}^{1}\left(\mathcal{M}_{F}\right)$ for which $F^{\prime \prime}(\mu ; x, y)$ is jointly continuous in $\mu, x$ and $y$ is denoted by $\mathrm{C}^{2}\left(\mathcal{M}_{F}\right)$. The notion of differentiable functions on $\mathcal{M}_{F}$ was taken from $[6$, Section 2].

We also set for $m \in \mathbb{N} \cup\{\infty\}$

$$
\mathrm{C}^{1, m}\left(\mathcal{M}_{F}\right)=\left\{\begin{array}{l}
F^{\prime}(\mu ; \cdot) \in \mathrm{C}^{m}(K) \forall \mu \in \mathcal{M}_{F} \\
F \in C^{1}\left(\mathcal{M}_{F}\right): \\
\text { and its derivatives (w.r.t. } x) \\
\text { are jointly continuous in } \mu, x
\end{array}\right\}
$$

and

$$
\mathrm{C}^{2, m}\left(\mathcal{M}_{F}\right)=\left\{\begin{array}{ll} 
& F^{\prime \prime}(\mu ; \cdot) \in \mathrm{C}^{m}\left(K^{2}\right) \forall \mu \in \mathcal{M}_{F} \\
F \in \mathrm{C}^{1, m}\left(\mathcal{M}_{F}\right) \cap \mathrm{C}^{2}\left(\mathcal{M}_{F}\right): & \text { and its derivatives (w.r.t. } x, y) \\
\text { are jointly continuous in } \mu, x, y
\end{array}\right\}
$$

Let $\mathrm{C}^{0, m}\left(\mathcal{M}_{F}\right):=\mathrm{C}\left(\mathcal{M}_{F}\right)$ for each $m \in \mathbb{N} \cup\{\infty\}$.
We denote by $\mathrm{C}_{b}^{2, m}\left(\mathcal{M}_{F}\right)$ the set of functions $F$ from $\mathrm{C}^{2, m}\left(\mathcal{M}_{F}\right)$ such that for each $C>0 F, F^{\prime}$ and $F^{\prime \prime}$ together with their derivatives up to the order $m$ are bounded on $\mathcal{N}_{C}\left(\mathcal{M}_{F}(K)\right), \mathcal{N}_{C}\left(\mathcal{M}_{F}(K)\right) \times K$ and $\mathcal{N}_{C}\left(\mathcal{M}_{F}(K)\right) \times K^{2}$, respectively.

## 3 Itô formula for the Dean-Kawasaki equation

Let $\mathcal{M}_{F}:=\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ and $F$ be a function from $\mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\right)$.
In this section, we are going to establish the Itô formula for a solution to the Dean-Kawasaki equation (1). We recall that a continuous $\mathcal{M}_{F}$-valued process $\mu_{t}$ is a solution to equation (1), if for each $\varphi \in \mathrm{C}_{b}^{2}\left(\mathbb{R}^{d}\right)$ the process

$$
M_{\varphi}(t):=\left\langle\varphi, \mu_{t}\right\rangle-\int_{0}^{t}\left[\frac{\alpha}{2}\left\langle\Delta \varphi, \mu_{s}\right\rangle+\left\langle\nabla \varphi \cdot \nabla \frac{\delta F\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle\right] d s, \quad t \geq 0
$$

is a continuous martingale with respect to the filtration $\mathcal{F}_{t}:=\sigma\left(\mu_{s}, s \in[0, t]\right)$, $t \geq 0$, with the quadratic variation

$$
\begin{equation*}
\left.\left[M_{\varphi}\right]_{t}=\left.\int_{0}^{t}\langle | \nabla \varphi\right|^{2}, \mu_{s}\right\rangle d s, \quad t \geq 0 \tag{3}
\end{equation*}
$$

Remark 1 Taking $\varphi(x)=1, x \in \mathbb{R}^{d}$, it is easy to see that $\left\langle\varphi, \mu_{t}\right\rangle=\left\langle\varphi, \mu_{0}\right\rangle$ for all $t \geq 0$. In particular, $\mu_{t} \in \mathcal{N}_{C}\left(\mathbb{R}^{d}\right)$ for all $t \geq 0$ if $\mu_{0} \in \mathcal{N}_{C}\left(\mathbb{R}^{d}\right)$.

Theorem 2 (Itô formula for the Dean-Kawasaki equation) For every $G \in \mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\right)$ the following process

$$
\begin{align*}
M^{G}(t):=G\left(\mu_{t}\right)-G\left(\mu_{0}\right) & -\int_{0}^{t}\left[\frac{\alpha}{2}\left\langle\Delta \frac{\delta G\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle+\left\langle\nabla \frac{\delta G\left(\mu_{s}\right)}{\delta \mu_{s}} \cdot \nabla \frac{\delta F\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle\right. \\
& \left.+\frac{1}{2}\left\langle\int_{\mathbb{R}^{d}} \nabla_{x} \cdot \nabla_{y} \frac{\delta^{2} G\left(\mu_{s}\right)}{\delta \mu_{s}^{2}} \delta_{x}(d y), \mu_{s}\right\rangle\right] d s, \quad t \geq 0 \tag{4}
\end{align*}
$$

is a continuous $\left(\mathcal{F}_{t}\right)$-martingale with the quadratic variation

$$
\left.\left[M^{G}\right]_{t}=\left.\int_{0}^{t}\langle | \nabla \frac{\delta G\left(\mu_{s}\right)}{\delta \mu_{s}}\right|^{2}, \mu_{s}\right\rangle d s, \quad t \geq 0
$$

Proof We first prove the theorem for a function $G$ of the form

$$
\begin{equation*}
G(\mu)=f\left(\left\langle\varphi_{1}, \mu\right\rangle, \ldots,\left\langle\varphi_{n}, \mu\right\rangle\right)=f(\langle\varphi, \mu\rangle), \quad \mu \in \mathcal{M}_{F} \tag{5}
\end{equation*}
$$

where $f \in \mathrm{C}_{b}^{2}\left(\mathbb{R}^{d}\right), \quad \varphi_{i}, i \in\{1, \ldots, n\}$, are smooth functions on $\mathbb{R}^{d}$ with compact supports and $\langle\varphi, \mu\rangle:=\left(\left\langle\varphi_{1}, \mu\right\rangle, \ldots,\left\langle\varphi_{n}, \mu\right\rangle\right)$. By the Itô formula for real valued semimartingales, we have

$$
\begin{aligned}
d G\left(\mu_{t}\right) & =d f\left(\left\langle\varphi_{1}, \mu_{t}\right\rangle, \ldots,\left\langle\varphi_{n}, \mu_{t}\right\rangle\right)=\frac{\alpha}{2} \sum_{i=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right)\left\langle\Delta \varphi_{i}, \mu_{t}\right\rangle d t \\
& +\sum_{i=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right)\left\langle\nabla \varphi_{i} \cdot \nabla \frac{\delta F\left(\mu_{t}\right)}{\delta \mu_{t}}, \mu_{t}\right\rangle d t \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} f}{\partial z_{i} \partial z_{j}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right)\left\langle\nabla \varphi_{i} \cdot \nabla \varphi_{j}, \mu_{t}\right\rangle d t+\sum_{i=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right) d M_{\varphi_{i}}(t) .
\end{aligned}
$$

Next, using the equalities

$$
\frac{\delta G(\mu)}{\delta \mu}(x)=\sum_{i=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right) \varphi_{i}(x), \quad \mu \in \mathcal{M}_{F}, \quad x \in \mathbb{R}^{d}
$$

and

$$
\frac{\delta^{2} G(\mu)}{\delta \mu^{2}}(x, y)=\sum_{i, j=1}^{n} \frac{\partial^{2} f}{\partial z_{i} \partial z_{j}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right) \varphi_{i}(x) \varphi_{j}(y), \quad \mu \in \mathcal{M}_{F}, \quad x, y \in \mathbb{R}^{d}
$$

it is easy to see that

$$
\begin{aligned}
d G\left(\mu_{t}\right) & =\frac{\alpha}{2}\left\langle\Delta \frac{\delta G\left(\mu_{t}\right)}{\delta \mu_{t}}, \mu_{t}\right\rangle d t+\left\langle\nabla \frac{\delta G\left(\mu_{t}\right)}{\delta \mu_{t}} \cdot \nabla \frac{\delta F\left(\mu_{t}\right)}{\delta \mu_{t}}, \mu_{t}\right\rangle d t \\
& +\frac{1}{2}\left\langle\int_{\mathbb{R}^{d}} \nabla_{x} \cdot \nabla_{y} \frac{\delta^{2} G\left(\mu_{t}\right)}{\delta \mu_{t}^{2}} \delta_{x}(d y), \mu_{t}\right\rangle d t+\sum_{i=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{t}\right\rangle\right) d M_{\varphi_{i}}(t)
\end{aligned}
$$

Moreover, the quadratic variation of $M^{G}(t), t \geq 0$, the martingale part of $G\left(\mu_{t}\right), t \geq 0$, is equal to

$$
\begin{aligned}
{\left[M^{G}\right]_{t} } & =\int_{0}^{t} \sum_{i, j=1}^{n} \frac{\partial f}{\partial z_{i}}\left(\left\langle\varphi, \mu_{s}\right\rangle\right) \frac{\partial f}{\partial z_{j}}\left(\left\langle\varphi, \mu_{s}\right\rangle\right)\left\langle\nabla \varphi_{i} \cdot \nabla \varphi_{j}, \mu_{s}\right\rangle d s \\
& \left.=\left.\int_{0}^{t}\langle | \nabla \frac{\delta G\left(\mu_{s}\right)}{\delta \mu_{s}}\right|^{2}, \mu_{s}\right\rangle d s
\end{aligned}
$$

Thus, the Itô formula holds for any function $G$ given by (5).
Next, by Theorem 5 and Remark 6, there exists a sequence $\left\{G_{n}\right\}_{n \geq 1}$ of functions of the form (5) such that for all $\mu \in \mathcal{M}_{F}$

$$
\begin{gathered}
G_{n}(\mu) \rightarrow G(\mu), \quad n \rightarrow \infty \\
\frac{\delta G_{n}(\mu)}{\delta \mu} \rightarrow \frac{\delta G(\mu)}{\delta \mu} \text { in } C^{2}\left(\mathbb{R}^{d}\right), \quad n \rightarrow \infty
\end{gathered}
$$

and

$$
\frac{\delta^{2} G_{n}(\mu)}{\delta \mu^{2}} \rightarrow \frac{\delta^{2} G(\mu)}{\delta \mu^{2}} \text { in } C^{2}\left(\mathbb{R}^{2 d}\right), \quad n \rightarrow \infty
$$

Moreover, $G_{n}, \frac{\delta G_{n}(\mu)}{\delta \mu}$ and $\frac{\delta^{2} G_{n}(\mu)}{\delta \mu^{2}}$ and their derivatives (by $x$ and $y$ ) are uniformly bounded (in $n$ ) on $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right), \mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{d}$ and $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{2 d}$, respectively. This implies that for each $\mu \in \mathcal{M}_{F}$

$$
\begin{aligned}
\left\langle\Delta \frac{\delta G_{n}(\mu)}{\delta \mu}, \mu\right\rangle & \rightarrow\left\langle\Delta \frac{\delta G(\mu)}{\delta \mu}, \mu\right\rangle, \quad n \rightarrow \infty \\
\left\langle\nabla \frac{\delta G_{n}(\mu)}{\delta \mu} \cdot \nabla \frac{\delta F(\mu)}{\delta \mu}, \mu\right\rangle & \rightarrow\left\langle\nabla \frac{\delta G(\mu)}{\delta \mu} \cdot \nabla \frac{\delta F(\mu)}{\delta \mu}, \mu\right\rangle, \quad n \rightarrow \infty \\
\left\langle\int_{\mathbb{R}^{d}} \nabla_{x} \cdot \nabla_{y} \frac{\delta^{2} G_{n}(\mu)}{\delta \mu^{2}} \delta_{x}(d y), \mu\right\rangle & \rightarrow\left\langle\int_{\mathbb{R}^{d}} \nabla_{x} \cdot \nabla_{y} \frac{\delta^{2} G(\mu)}{\delta \mu^{2}} \delta_{x}(d y), \mu\right\rangle, \quad n \rightarrow \infty
\end{aligned}
$$

and

$$
\left.\left.\left.\langle | \nabla \frac{\delta G_{n}(\mu)}{\delta \mu}\right|^{2}, \mu\right\rangle\left.\rightarrow\langle | \nabla \frac{\delta G(\mu)}{\delta \mu}\right|^{2}, \mu\right\rangle, \quad n \rightarrow \infty
$$

by the dominated convergence theorem.
Using the uniform boundedness of $G_{n}$ and its derivatives, Remark 1 and the dominated convergence theorem, we obtain that the Itô formula for $G$ is also valid. The theorem is proved.

## 4 Girsanov's transformation and proof of the main result

We assume that a solution $\mu_{t}, t \geq 0$, to equation (1) is a canonical process on the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, where $\Omega$ is the space of continuous functions from $[0,+\infty)$ to $\mathcal{M}_{F}:=\mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \mathbb{P}$ is the distribution of the process $\mu_{t}, t \geq 0,\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is the right-continuous and complete induced filtration generated by $\mu_{t}, t \geq 0$, and $\mathcal{F}=\vee_{t \geq 0} \mathcal{F}_{t}$. We remark that such a filtration exists by Lemma 7.8 in [18].

Now, let $N(t), t \geq 0$, be a continuous nonnegative martingale with $N(0)=1$. We consider a new measure on $(\Omega, \mathcal{F})$ defined as

$$
d \mathbb{P}_{N}:=N(t) d \mathbb{P} \quad \text { on } \quad \mathcal{F}_{t}, \quad t \geq 0
$$

that is, $\mathbb{P}_{N}(A)=\int_{A} N(t) d \mathbb{P}, A \in \mathcal{F}_{t}$, which exists by Lemma 18.18 in [18]. Next we take any function $G$ from $\mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\right)$ and note that

$$
E^{G}(t):=e^{M^{G}(t)-\frac{1}{2}\left[M^{G}\right]_{t}}, \quad t \geq 0
$$

is a continuous $\left(\mathcal{F}_{t}\right)$-matringale with $E^{G}(0)=1$, by Novikov's theorem (see Theorem 18.23 [18]). Here $M^{G}$ is given by (4). So, we can define the measure $\mathbb{P}^{G}:=\mathbb{P}_{E^{G}}$ on $(\Omega, \mathcal{F})$, that is,

$$
\begin{equation*}
d \mathbb{P}^{G}:=E^{G}(t) d \mathbb{P}=e^{M^{G}(t)-\frac{1}{2}\left[M^{G}\right]_{t}} d \mathbb{P} \quad \text { on } \quad \mathcal{F}_{t}, \quad t \geq 0 \tag{6}
\end{equation*}
$$

Theorem 3 (Girsanov's transformation for solutions to the DeanKawasaki equation) Let $G$ be a function from $\mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\right)$ and $\mathbb{P}^{G}$ be defined by (6). Then the process $\mu_{t}, t \geq 0$, solves the equation

$$
d \mu_{t}=\frac{\alpha}{2} \Delta \mu_{t} d t+\nabla \cdot\left(\mu_{t} \nabla \frac{\delta(F+G)\left(\mu_{t}\right)}{\delta \mu_{t}}\right) d t+\nabla \cdot\left(\sqrt{\mu_{t}} d W_{t}\right)
$$

on the probability space $\left(\Omega, \mathcal{F}, \mathbb{P}^{G}\right)$. In particular, $\mu_{t}, t \geq 0$, is a solution to the equation

$$
d \mu_{t}=\frac{\alpha}{2} \Delta \mu_{t} d t+\nabla \cdot\left(\sqrt{\mu_{t}} d W_{t}\right)
$$

on $\left(\Omega, \mathcal{F}, \mathbb{P}^{G}\right)$, if $G=-F$.
Proof To prove the statement, we use Girsanov's transformation (see e.g. Theorem 18.19 and Lemma 18.21 [18]) and Theorem 2. So, we take a function $\varphi \in \mathrm{C}_{b}\left(\mathbb{R}^{b}\right)$ and compute the joint quadratic variation $\left[M_{\varphi}, M^{G}\right]_{t}$ using Theorem 2. The polarisation equality implies

$$
\left[M_{\varphi}, M^{G}\right]_{t}=\int_{0}^{t}\left\langle\nabla \varphi \cdot \nabla \frac{\delta G\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle d s, \quad t \geq 0
$$

Thus, by Theorem 18.19 and Lemma 18.21 in [18], the process
$M_{\varphi}(t)-\left[M_{\varphi}, M^{G}\right]_{t}=\left\langle\varphi, \mu_{t}\right\rangle-\int_{0}^{t}\left[\frac{\alpha}{2}\left\langle\Delta \varphi, \mu_{s}\right\rangle+\left\langle\nabla \varphi \cdot \nabla \frac{\delta(F+G)\left(\mu_{s}\right)}{\delta \mu_{s}}, \mu_{s}\right\rangle\right] d s$
is a continuous $\left(\mathcal{F}_{t}\right)$-martingale on $\left(\Omega, \mathcal{F}, \mathbb{P}^{G}\right)$ with the quadratic variation given by (3).

Proof (Proof of Theorem 1) We assume that $\mu_{t}, t \geq 0$, is a solution to the Dean-Kawasaki equation. Applying Theorem 3 for $G=-F$, we obtain that $\mu_{t}, t \geq 0$, must solve the equation

$$
\begin{equation*}
d \mu_{t}=\frac{\alpha}{2} \Delta \mu_{t} d t+\nabla \cdot\left(\sqrt{\mu_{t}} d W_{t}\right) \tag{7}
\end{equation*}
$$

on the space $\left(\Omega, \mathcal{F}, \mathbb{P}^{-F}\right)$. By a simple computation, it is easy to see that the process $\tilde{\mu}_{t}:=\frac{1}{b} \mu_{b t}, t \geq 0$, is a solution to (7) with the parameter $b \alpha$ instead of $\alpha$. Moreover, $\tilde{\mu}_{t}, t \geq 0$, takes values in the space of probability measures on $\mathbb{R}^{d}$. Hence, by Theorem 1 in [23], $\beta \alpha=n \in \mathbb{N}$ and there exists a family of $\mathbb{R}^{d}$-valued processes $\tilde{X}^{i}(t), t \geq 0$, such that

$$
\tilde{\mu}_{t}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\tilde{X}^{i}(t)},
$$

with $\tilde{X}^{i}(t)=x^{i}+\tilde{w}^{i}(n t), t \geq 0, i \in[n]$, and $\tilde{w}^{i}(t), t \geq 0, i \in[n]$, are standard independent $\left(\mathcal{F}_{t}\right)$-Wiener processes on $\mathbb{R}^{d}$. This implies that

$$
\mu_{t}=\frac{b}{n} \sum_{i=1}^{n} \delta_{\tilde{X}^{i}\left(\frac{t}{b}\right)}=\frac{b}{n} \sum_{i=1}^{n} \delta_{X^{i}(t)},
$$

where $X^{i}(t)=\tilde{X}^{i}\left(\frac{t}{b}\right)=x^{i}+\tilde{w}^{i}\left(\frac{n t}{b}\right), t \geq 0$.
Next, we note that the process $N(t):=-M^{G}(t)+\left[M^{G}\right]_{t}, t \geq 0$, is a continuous $\left(\mathcal{F}_{t}\right)$-martingale on $\left(\Omega, \mathcal{F}, \mathbb{P}^{G}\right)$, by Girsanov's transformation. Thus, we can consider the following transformation of measure $\mathbb{P}^{G}$ given by

$$
d \tilde{\mathbb{P}}:=e^{N(t)-\frac{1}{2}[N]_{t}} d \mathbb{P}^{G}=d \mathbb{P} \quad \text { on } \quad \mathcal{F}_{t}, \quad t \geq 0
$$

Thus, applying Girsanov's theorem to $X^{i}(t), t \geq 0, i \in[n]$, on $\left(\Omega, \mathcal{F}, \mathbb{P}^{G}\right)$, we obtain that

$$
R^{i}(t):=X^{i}(t)+\left[M^{G}, X^{i}\right]_{t}=X^{i}(t)+\int_{0}^{t} \nabla \frac{\delta F\left(\mu_{s}\right)}{\delta \mu_{s}}\left(X^{i}(s)\right) d s, \quad t \geq 0
$$

are $\mathbb{R}^{d}$-valued continuous $\left(\mathcal{F}_{t}\right)$-martingales on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}}=\mathbb{P})$ for all $i \in[n]$ and $\left[R^{i}, R^{j}\right]_{t}=\frac{n}{b} I \mathbb{I}_{\{i=j\}}, t \geq 0, i, j \in[n]$, where $I$ denotes the identity $d \times d$ matrix.

The uniqueness also trivially follows from Girsanov's transformation.
Example 1 We assume that $V_{1}, V_{2} \in \mathrm{C}_{b}^{2}\left(\mathbb{R}^{d}\right), V_{1}(x)=V_{1}(-x), x \in \mathbb{R}^{d}$, and take

$$
F(\mu):=\frac{1}{2} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} V_{1}(x-y) \mu(d x) \mu(d y)+\int_{\mathbb{R}^{d}} V_{2}(x) \mu(d x), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)
$$

In this case,

$$
\frac{\delta F(\mu)}{\delta \mu}(x)=\int_{\mathbb{R}^{d}} V_{1}(x-y) \mu(d y)+V_{2}(x), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \quad x \in \mathbb{R}^{d}
$$

and

$$
\frac{\delta^{2} F(\mu)}{\delta \mu^{2}}(x, y)=V_{1}(x-y), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \quad x, y \in \mathbb{R}^{d}
$$

Then the Dean-Kawasaki equation for interacting Brownian particles has a form

$$
d \mu_{t}=\frac{\alpha}{2} \Delta \mu_{t} d t+\nabla \cdot\left(\mu_{t} \int_{\mathbb{R}^{d}} \nabla V_{1}(\cdot-y) \mu_{t}(d y)\right) d t+\nabla \cdot\left(\mu_{t} \nabla V_{2}\right) d t+\nabla \cdot\left(\sqrt{\mu_{t}} d W_{t}\right),
$$

where $V_{1}$ plays a role of a two-body interaction potential between particles and $V_{2}$ is an external potential (see e.g. $[2,8,9,11,14,17,26]$ ).

Since $F \in \mathrm{C}_{b}^{2,2}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$, the Dean-Kawasaki equation has a (unique in law) solution if and only if $b \alpha=n \in \mathbb{N}$ and $\mu_{0}=\frac{b}{n} \sum_{i=1}^{n} \delta_{x^{i}}$ for some $x^{i} \in \mathbb{R}^{d}$, $i \in[n]$, where $b=\mu_{0}\left(\mathbb{R}^{d}\right)$, by Theorem 1 . Moreover,

$$
\mu_{t}=\frac{b}{n} \sum_{i=1}^{n} \delta_{X^{i}(t)}, \quad t \geq 0
$$

where the family $X^{i}(t), t \geq 0, i \in[n]$, solves the equation
$d X^{i}(t)=-\frac{b}{n} \sum_{j=1}^{n} \nabla V_{1}\left(X^{i}(t)-X^{j}(t)\right) d t+\nabla V_{2}\left(X^{i}(t)\right) d t+\sqrt{\frac{n}{b}} d w^{i}(t), \quad i \in[n]$.

## A Approximation of differentiable functions on $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$

## A. 1 Approximation of differentiable functions on $\mathcal{M}_{F}\left([a, b]^{d}\right)$

In this section, we fix $a, b \in \mathbb{R}, a<b$, and denote $K:=[a, b]^{d}$ and $\mathcal{M}_{F}:=\mathcal{M}_{F}\left([a, b]^{d}\right)$, for convenience of notation. We remark that each function from $\mathrm{C}\left(\mathcal{M}_{F}\right)$ is bounded on $\mathcal{N}_{C}:=\mathcal{N}_{C}(K)=\left\{\mu \in \mathcal{M}_{F}: \mu(K) \leq C\right\}$ for all $C>0$, since $\mathcal{N}_{C}$ is compact in $\mathcal{M}_{F}$.

We are going to introduce an analog of the Weierstrass approximation of functions from $\mathrm{C}^{k, m}\left(\mathcal{M}_{F}\right)$. For this we use multiplicative Bernstein polynomials on $K=[a, b]^{d}$ (see e.g. [35]). Let $g \in \mathrm{C}(K)$. We set for $n \geq 1$

$$
B_{n}(g)(x)=\sum_{j_{1}, \ldots j_{d}=0}^{n} g\left(a_{j_{1}, \ldots, j_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x), \quad x \in K,
$$

where

$$
a_{j_{1}, \ldots, j_{d}}^{n}=\left(a+\frac{j_{1}(b-a)}{n}, \ldots, a+\frac{j_{d}(b-a)}{n}\right)
$$

and

$$
\varphi_{j_{1}, \ldots, j_{d}}^{n}(x)=\frac{1}{(b-a)^{d}} \prod_{k=1}^{d} C_{n}^{j_{k}}\left(x_{k}-a\right)^{j_{k}}\left(b-x_{k}\right)^{n-j_{k}}, \quad x \in K .
$$

Here $C_{n}^{i}=\frac{n!}{i!(n-i)!}$.
We will consider $B_{n}, n \geq 1$, as linear operators from $\mathrm{C}^{m}(K)$ to $\mathrm{C}^{m}(K)$.
Proposition 1 Let $m \in \mathbb{N}_{0}$. Then the family of linear operators $B_{n}: \mathrm{C}^{m}(K) \rightarrow \mathrm{C}^{m}(K)$, $n \in \mathbb{N}$, satisfies the following properties:
(B1) $\left\{B_{n}\right\}_{n \geq 1}$ is a family of uniformly bounded linear operators on $\mathrm{C}^{m}(K)$;
(B2) For each $g \in \mathrm{C}^{m}(K)$ and $l \in \mathbb{N}_{0}^{d},|l| \leq m$,

$$
\frac{\partial^{|l|}}{\partial x^{l}} B_{n}(g) \rightarrow \frac{\partial^{|l|}}{\partial x^{l}} g \quad \text { in } \quad \mathrm{C}(K), \quad \text { as } \quad n \rightarrow \infty
$$

that is, $B_{n}(g) \rightarrow g$ in $\mathrm{C}^{m}(K)$, as $n \rightarrow \infty$.
(B3) If $g_{k} \rightarrow g$ in $\mathrm{C}^{m}(K), k \rightarrow \infty$, then for each $l \in \mathbb{N}_{0}^{d},|l| \leq m$,

$$
\frac{\partial^{|l|}}{\partial x^{l}} B_{n}\left(g_{k}\right) \rightarrow \frac{\partial^{|l|}}{\partial x^{l}} g \quad \text { in } \quad \mathrm{C}(K), \quad \text { as } \quad n, k \rightarrow \infty
$$

that is, $B_{n}\left(g_{k}\right) \rightarrow g$ in $\mathrm{C}^{m}(K)$, as $n, k \rightarrow \infty$.
Proof For $K=[0,1]^{d}$ Property (B2) was proved in [35]. The general case can be obtained by the rescaling. Next, for each $g \in \mathrm{C}^{m}(K)$ Property (B2) implies the boundedness of $\left\{\left\|B_{n}(g)\right\|_{\mathrm{C}^{m}(K)}\right\}_{n \geq 1}$. By the Banach-Steinhaus theorem, we obtain (B1). Property (B3) easily follows from (B1) and (B2).

Now, we introduce an analog of Bernstein polynomials on $\mathcal{M}_{F}$. We set for each $\mu \in \mathcal{M}_{F}$

$$
\chi_{n}(\mu):=\sum_{j_{1}, \ldots, j_{d}=0}^{n}\left\langle\varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu\right\rangle \delta_{a_{j_{1}, \ldots, j_{d}}^{n}}, \quad n \geq 1
$$

where $\delta_{c}$ is the point measure at $c \in \mathbb{R}^{d}$, i.e. $\delta_{c}(A)$ equals 1 if $c \in A$ and 0 otherwise. We also define for every $F \in \mathrm{C}\left(\mathcal{M}_{F}\right)$

$$
\begin{equation*}
P_{n}(F)(\mu):=F\left(\chi_{n}(\mu)\right), \quad \mu \in \mathcal{M}_{F}, \quad n \geq 1 \tag{8}
\end{equation*}
$$

Setting

$$
u_{n}^{F}(z):=F\left(\sum_{j_{1}, \ldots, j_{d}=0}^{n} z_{j_{1}, \ldots, j_{d}} \delta_{a_{j_{1}, \ldots, j_{d}}^{n}}\right), \quad z \in[0, \infty)^{(n+1)^{d}}
$$

it is easy to see that $u_{n}^{F} \in \mathrm{C}\left([0, \infty)^{(n+1)^{d}}\right)$ and

$$
\begin{equation*}
P_{n}(F)(\mu)=u_{n}^{F}\left(\left(\left\langle\varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu\right\rangle\right)_{j_{1}, \ldots, j_{d}=0}^{n}\right), \quad \mu \in \mathcal{M}_{F}, \quad n \geq 1 \tag{9}
\end{equation*}
$$

We will denote by id the identity $\operatorname{map}$ on $\mathcal{M}_{F}$, that is, $\operatorname{id}(\mu)=\mu, \mu \in \mathcal{M}_{F}$.
Proposition 2 For each $n \geq 1$ the map $\chi_{n}: \mathcal{M}_{F} \rightarrow \mathcal{M}_{F}$ is continuous and for each sequence $\left\{\mu_{k}\right\}_{k \geq 1}$ converging $\mu$ in $\mathcal{M}_{F}$ one has $\chi_{n}\left(\mu_{k}\right) \rightarrow \mu$ in $\mathcal{M}_{F}$ as $n, k \rightarrow \infty$. Moreover, $\chi_{n}$ maps $\mathcal{N}_{C}$ to $\mathcal{N}_{C}$ for all $C>0$ and $n \geq 1$.

Remark 2 Since the set $\mathcal{N}_{C}=\left\{\mu \in \mathcal{M}_{F}: \mu(K) \leq C\right\}$ is compact in $\mathcal{M}_{F}$, we have that for each $C>0 \chi_{n} \rightarrow$ id uniformly on $\mathcal{N}_{C}$ as $n \rightarrow \infty$, by Proposition 2.

Remark 3 Proposition 2 implies that $P_{n}$ is a linear map from $\mathrm{C}\left(\mathcal{M}_{F}\right)$ to $\mathrm{C}\left(\mathcal{M}_{F}\right)$.
Proof (Proof of Proposition 2) The continuity of $\chi_{n}$ is trivial. We take an arbitrary sequence $\left\{\mu_{k}\right\}_{k \geq 1}$ in $\mathcal{M}_{F}$ which converges to $\mu$ and $g \in \mathrm{C}(K)$. Then by Proposition 1,

$$
\begin{aligned}
\left\langle g, \chi_{n}\left(\mu_{k}\right)\right\rangle & =\sum_{j_{1}, \ldots, j_{d}=0}^{n} g\left(a_{j_{1}, \ldots, j_{d}}^{n}\right)\left\langle\varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu_{k}\right\rangle \\
& =\left\langle\sum_{j_{1}, \ldots, j_{d}=0}^{n} g\left(a_{j_{1}, \ldots, j_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu_{k}\right\rangle \\
& =\left\langle B_{n}(g), \mu_{k}\right\rangle \rightarrow\langle g, \mu\rangle, \quad n, k \rightarrow \infty
\end{aligned}
$$

since the map $\mathrm{C}(K) \times \mathcal{M}_{F} \ni(g, \mu) \mapsto\langle g, \mu\rangle \in \mathbb{R}$ is continuous.
Due to the equality

$$
\chi_{n}(\mu)(K)=\sum_{j_{1}, \ldots, j_{d}=0}^{n}\left\langle\varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu\right\rangle=\left\langle\sum_{j_{1}, \ldots, j_{d}=0}^{n} \varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu\right\rangle=\langle 1, \mu\rangle=\mu(K),
$$

$\chi_{n}$ maps $\mathcal{N}_{C}$ to $\mathcal{N}_{C}$.
Proposition 3 For each $F \in \mathrm{C}\left(\mathcal{M}_{F}\right)$ and $C>0$ we have that $P_{n}(F) \rightarrow F$ uniformly on $\mathcal{N}_{C}$ as $n \rightarrow \infty$, that is,

$$
\sup _{\mu \in \mathcal{N}_{C}}\left|P_{n}(F)(\mu)-F(\mu)\right| \rightarrow 0, \quad n \rightarrow \infty
$$

Remark 4 Proposition 3 yields that for each $F \in \mathrm{C}\left(\mathcal{M}_{F}\right) P_{n}(F) \rightarrow F$ in $\mathrm{C}\left(\mathcal{M}_{F}\right)$ as $n \rightarrow \infty$.
Proof (Proof of Proposition 3) We assume that the statement is not true. Then there exist $\varepsilon>0$ and a sequence $\left\{\mu_{n}\right\}_{n \geq 1}$ in $\mathcal{N}_{C}$ such that $\left|P_{n}(F)\left(\mu_{n}\right)-F\left(\mu_{n}\right)\right| \geq \varepsilon$ for all $n \geq 1$. Since $\mathcal{N}_{C}$ is compact, we may assume that $\mu_{n} \rightarrow \mu$ without loss of generality. But by Proposition 2 and the continuity of $F$, we have

$$
P_{n}(F)\left(\mu_{n}\right)-F\left(\mu_{n}\right)=F\left(\chi_{n}\left(\mu_{n}\right)\right)-F\left(\mu_{n}\right) \rightarrow F(\mu)-F(\mu)=0, \quad n \rightarrow \infty
$$

which contradicts the assumption.
We note that the space $\mathrm{C}\left(\mathcal{N}_{C}\right)$ of continuous functions from $\mathcal{N}_{C}$ to $\mathbb{R}$ furnished with the uniform norm is a Banach space. It is easy to see that for each $n \geq 1$ the map $P_{n}$ is a continuous linear operator from $\mathrm{C}\left(\mathcal{N}_{C}\right)$ to $\mathrm{C}\left(\mathcal{N}_{C}\right)$. Indeed, the map $\chi_{n}$ maps $\mathcal{N}_{C}$ to $\mathcal{N}_{C}$, by Proposition 2. The continuity trivially follows from the form of $P_{n}$ (see (8)).

Corollary 1 The family $\left\{P_{n}\right\}_{n \geq 1}$ of linear operators on $\mathrm{C}\left(\mathcal{N}_{C}\right)$ is uniformly bounded.
Proof The corollary immediately follows from Proposition 3 and the Banach-Steinhaus theorem.

Lemma 2 Let $F \in \mathrm{C}^{k}\left(\mathcal{M}_{F}\right)$ for some $k \in\{1,2\}$. Then the function $u_{n}^{F}$ belongs to $\mathrm{C}^{k}\left([0, \infty)^{(n+1)^{d}}\right)$. Moreover,

$$
\frac{\partial}{\partial z_{i_{1}, \ldots, i_{d}}} u_{n}^{F}(z)=F^{\prime}\left(\sum_{j_{1}, \ldots, j_{d}=0}^{n} z_{j_{1}, \ldots, j_{d}} \delta_{a_{j_{1}, \ldots, j_{d}}} ; a_{i_{1}, \ldots, i_{d}}^{n}\right), \quad z \in[0, \infty)^{(n+1)^{d}}
$$

for all $i_{1}, \ldots, i_{d}$ and
$\frac{\partial^{2}}{\partial z_{j_{1}, \ldots, j_{d}} \partial z_{i_{1}, \ldots, i_{d}}} u_{n}^{F}(z)=F^{\prime \prime}\left(\sum_{l_{1}, \ldots, l_{d}=0}^{n} z_{l_{1}, \ldots, l_{d}} \delta_{a_{l_{1}, \ldots, l_{d}}^{n}} ; a_{j_{1}, \ldots, j_{d}}^{n}, a_{i_{1}, \ldots, i_{d}}^{n}\right), \quad z \in[0, \infty)^{(n+1)^{d}}$,
for all $j_{1}, \ldots, j_{d}, i_{1}, \ldots, i_{d}$, if $k=2$.
Proof The proof easily follows from the definition of $F^{\prime}$ and $F^{\prime \prime}$.
Proposition 4 Let $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\right)$ for some $k \in\{1,2\}$ and $m \geq 0$. Then for every $n \geq 1$ $P_{n}(F) \in \mathrm{C}^{k, \infty}$ and for each $\mu \in \mathcal{M}_{F}, x, y \in K$

$$
\begin{aligned}
P_{n}^{\prime}(F)(\mu ; x) & =\sum_{j_{1}, \ldots, j_{d}=0}^{n} F^{\prime}\left(\chi_{n}(\mu) ; a_{j_{1}, \ldots, j_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) \\
& =\sum_{j_{1}, \ldots, j_{d}=0}^{n} P_{n}\left(F^{\prime}\left(\cdot ; a_{j_{1}, \ldots, j_{d}}^{n}\right)\right)(\mu) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) .
\end{aligned}
$$

and if $k=2$

$$
\begin{aligned}
P_{n}^{\prime \prime}(F)(\mu ; x, y) & =\sum_{j_{1}, \ldots, j_{d}=0}^{n} \sum_{i_{1}, \ldots, i_{d}=0}^{n} F^{\prime \prime}\left(\chi_{n}(\mu) ; a_{j_{1}, \ldots, j_{d}}^{n}, a_{i_{1}, \ldots, i_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) \varphi_{i_{1}, \ldots, i_{d}}^{n}(y) \\
& =\sum_{j_{1}, \ldots, j_{d}=0}^{n} \sum_{i_{1}, \ldots, i_{d}=0}^{n} P_{n}\left(F^{\prime \prime}\left(\cdot ; a_{j_{1}, \ldots, j_{d}}^{n}, a_{i_{1}, \ldots, i_{d}}^{n}\right)\right)(\mu) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) \varphi_{i_{1}, \ldots, i_{d}}^{n}(y)
\end{aligned}
$$

Proof The proposition follows from the definition of the derivatives $F^{\prime}, F^{\prime \prime}$, equality (9) and Lemma 2. Indeed,

$$
\begin{aligned}
P_{n}^{\prime}(F)(\mu ; x) & =\sum_{j_{1}, \ldots, j_{d}=0}^{n} \frac{\partial}{\partial z_{j_{1}, \ldots, j_{d}}} u_{n}^{F}\left(\left(\left\langle\varphi_{j_{1}, \ldots, j_{d}}^{n}, \mu\right\rangle\right)_{j_{1}, \ldots, j_{d}=0}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) \\
& =\sum_{j_{1}, \ldots, j_{d}=0}^{n} P_{n}\left(F^{\prime}\left(\cdot ; a_{j_{1}, \ldots, j_{d}}^{n}\right)\right)(\mu) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) .
\end{aligned}
$$

Similarly, one can obtain the equality for $P_{n}^{\prime \prime}(F)(\mu ; x, y)$.
Theorem 4 Let $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\right)$ for some $k \in\{1,2\}$ and $m \geq 0$. Then for each $l, \tilde{l} \in \mathbb{N}_{0}^{d}$, $|l|+|\tilde{l}| \leq m$ and $C>0$ one has

$$
\begin{equation*}
\sup _{x \in K, \mu \in \mathcal{N}_{C}}\left|\frac{\partial^{|l|}}{\partial x^{l}} P_{n}^{\prime}(F)(\mu ; x)-\frac{\partial^{|l|}}{\partial x^{l}} F^{\prime}(\mu ; x)\right| \rightarrow 0, \quad n \rightarrow \infty . \tag{10}
\end{equation*}
$$

and if $k=2$

$$
\begin{equation*}
\sup _{x, y \in K, \mu \in \mathcal{N}_{C}}\left|\frac{\partial^{|l|}}{\partial x^{l}} \frac{\partial^{|\tilde{l}|}}{\partial y^{\tilde{l}}} P_{n}^{\prime \prime}(F)(\mu ; x, y)-\frac{\partial^{|l|}}{\partial x^{l}} \frac{\partial^{|\tilde{l}|}}{\partial y^{\tilde{l}}} F^{\prime \prime}(\mu ; x, y)\right| \rightarrow 0, \quad n \rightarrow \infty \tag{11}
\end{equation*}
$$

Proof We will prove the theorem similarly as Proposition 3. We start with (10). If (10) does not hold, then there exist $\varepsilon>0$ and sequences $\left\{\mu_{n}\right\}_{n \geq 1} \subset \mathcal{N}_{C},\left\{x_{n}\right\}_{n \geq 1} \in K$ such that

$$
\begin{equation*}
\left|\frac{\partial^{|l|}}{\partial x^{l}} P_{n}^{\prime}(F)\left(\mu_{n} ; x_{n}\right)-\frac{\partial^{|l|}}{\partial x^{l}} F^{\prime}\left(\mu_{n} ; x_{n}\right)\right| \geq \varepsilon \tag{12}
\end{equation*}
$$

for all $n \geq 1$. Since $\mathcal{N}_{C}$ and $K$ are compact sets, we may assume that $\mu_{n} \rightarrow \mu_{0}$ and $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$, without loss of generality. So, we compute

$$
\begin{aligned}
\frac{\partial^{|l|}}{\partial x^{l}} P_{n}^{\prime}(F)\left(\mu_{n} ; x_{n}\right) & =\frac{\partial^{|l|}}{\partial x^{l}} \sum_{j_{1}, \ldots, j_{d}=0}^{n} F^{\prime}\left(\chi_{n}\left(\mu_{n}\right) ; a_{j_{1}, \ldots, j_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}\left(x_{n}\right) \\
& =\frac{\partial^{|l|}}{\partial x^{l}} B_{n}\left(F^{\prime}\left(\chi_{n}\left(\mu_{n}\right) ; \cdot\right)\right)\left(x_{n}\right)
\end{aligned}
$$

Since $F^{\prime}$ is continuous on $\mathcal{M}_{F} \times K$ and $K$ is compact, it is easy to see that $F^{\prime}\left(\chi_{n}\left(\mu_{n}\right) ; \cdot\right) \rightarrow$ $F^{\prime}\left(\mu_{0} ; \cdot\right)$ in $\mathrm{C}(K)$ as $n \rightarrow \infty$, using Proposition 2. Thus, by Proposition 1 (B3),

$$
\frac{\partial^{|l|}}{\partial x^{l}} P_{n}^{\prime}(F)\left(\mu_{n} ; x_{n}\right)=\frac{\partial^{|l|}}{\partial x^{l}} B_{n}\left(F^{\prime}\left(\chi_{n}\left(\mu_{n}\right) ; \cdot\right)\right)\left(x_{n}\right) \rightarrow \frac{\partial^{|l|}}{\partial x^{l}} F^{\prime}\left(\mu_{0} ; x_{0}\right), \quad n \rightarrow \infty
$$

that contradicts (12).

The uniform convergence (11) can be proved by the same argument taking into an account that

$$
\begin{aligned}
& \frac{\partial^{|l|}}{\partial x^{l}} \frac{\partial^{|\tilde{l}|}}{\partial y^{\tilde{l}}} P_{n}^{\prime \prime}(F)(\mu ; x, y) \\
& =\frac{\partial^{|l|}}{\partial x^{l}} \frac{\partial^{|\tilde{l}|}}{\partial y^{\tilde{l}}} \sum_{j_{1}, \ldots, j_{d}=0}^{n} \sum_{i_{1}, \ldots, i_{d}=0}^{n} F^{\prime \prime}\left(\chi_{n}\left(\mu_{n}\right) ; a_{j_{1}, \ldots, j_{d}}^{n}, a_{i_{1}, \ldots, i_{d}}^{n}\right) \varphi_{j_{1}, \ldots, j_{d}}^{n}(x) \varphi_{i_{1}, \ldots, i_{d}}^{n}(y) \\
& =\frac{\partial^{|l|}}{\partial x^{l}} \frac{\partial^{|\tilde{l}|}}{\partial y^{\tilde{l}}} \tilde{B}_{n}\left(F^{\prime \prime}\left(\chi_{n}\left(\mu_{n}\right) ; \cdot, \cdot\right)\right)(x, y),
\end{aligned}
$$

where $\tilde{B}_{n}, n \geq 1$, are the Bernstein polynomials defined for functions from $\mathrm{C}\left(K^{2}\right)$.

## A. 2 Approximation of differentiable functions on $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$

We fix a smooth bounded function $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and define a map from $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ to $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ as follows

$$
\vartheta_{\psi}(\mu)(d x):=\psi(x) \mu(d x)
$$

We also assume that $\psi$ has a compact support. Let $K=[a, b]^{d}$ such that $\operatorname{supp} \psi \subset K$. Then the measure $\vartheta_{\psi}(\mu)$ is supported on $K$ and, consequently, we can consider $\vartheta_{\psi}$ as a map from $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ to $\mathcal{M}_{F}(K) \subset \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$.

Lemma 3 The map $\vartheta_{\psi}: \mathcal{M}_{F}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{M}_{F}(K)$ is continuous.
Proof The proof trivially follows from the definition of $\vartheta_{\psi}$.
We define for each $F \in \mathrm{C}\left(\mathcal{M}_{F}(K)\right)$ a new function as follows

$$
\Gamma_{\psi}(F)(\mu):=\Gamma_{\psi, K}(F)(\mu):=F\left(\vartheta_{\psi}(\mu)\right), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)
$$

Lemma 4 If $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}(K)\right)$ for some $k \in\{0,1,2\}$ and $m \geq 0$, then $\Gamma_{\psi}(F) \in$ $\mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$. Moreover,

$$
\Gamma_{\psi}^{\prime}(F)(\mu ; x)=\Gamma_{\psi}\left(F^{\prime}(\cdot ; x)\right)(\mu) \psi(x)=F^{\prime}\left(\vartheta_{\psi}(\mu) ; x\right) \psi(x), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \quad x \in \mathbb{R}^{d}
$$

and
$\Gamma_{\psi}^{\prime \prime}(F)(\mu ; x)=\Gamma_{\psi}\left(F^{\prime \prime}(\cdot ; x, y)\right)(\mu) \psi(x) \psi(y)=F^{\prime \prime}\left(\vartheta_{\psi}(\mu) ; x, y\right) \psi(x) \psi(y), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \quad x \in \mathbb{R}^{d}$.
Remark 5 We remark that $\psi(x)=0$ for all $x \in K^{c}:=\mathbb{R}^{d} \backslash K$, thus, we assume that the multiplication $f(x) \psi(x)=0$, even if $f$ is not defined for such $x$.

Proof (Proof of Lemma 4) The continuity of $\Gamma_{\psi}(F)$ immediately follows from Lemma 3. The derivatives of $\Gamma_{\psi}(F)$ can be computed using the following observation

$$
\Gamma_{\psi}(F)\left(\mu+\varepsilon \delta_{x}\right)=F\left(\vartheta_{\psi}(\mu)+\varepsilon \psi(x) \delta_{x}\right), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right), \quad x \in \mathbb{R}^{d}, \quad \varepsilon>0
$$

Lemma 5 Let $\left\{\psi_{n}\right\}_{n \geq 1}$ be a sequence of uniformly bounded continuous functions on $\mathbb{R}^{d}$ which pointwise converges to $\psi \in \mathrm{C}_{b}(\mathbb{R})$, then $\vartheta_{\psi_{n}}(\mu) \rightarrow \vartheta_{\psi}(\mu), n \rightarrow \infty$, for each $\mu \in \mathcal{M}_{F}$.

Proof The lemma easily follows from the dominated convergence theorem.

Proposition 5 Let $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ for some $k \in\{0,1,2\}$ and $m \geq 0$. Let $\left\{\psi_{n}\right\}_{n \geq 1}$ be a sequence of smooth bounded functions on $\mathbb{R}^{d}$ such that $\psi_{n} \rightarrow \psi$ in $\mathrm{C}^{m}\left(\mathbb{R}^{d}\right), n \rightarrow \infty$, and $\left\{\psi_{n}\right\}_{n \geq 1}$ is uniformly bounded. Then for each $\mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
& \Gamma_{\psi_{n}}(F)(\mu) \rightarrow \Gamma_{\psi}(F)(\mu), \quad n \rightarrow \infty \\
\Gamma_{\psi_{n}}^{\prime}(F)(\mu ; \cdot) \rightarrow & \Gamma_{\psi}^{\prime}(F)(\mu ; \cdot) \quad \text { in } \mathrm{C}^{m}\left(\mathbb{R}^{d}\right), \quad n \rightarrow \infty, \quad \text { if } k \geq 1
\end{aligned}
$$

and

$$
\Gamma_{\psi_{n}}^{\prime \prime}(F)(\mu ; \cdot) \rightarrow \Gamma_{\psi}^{\prime \prime}(F)(\mu ; \cdot) \quad \text { in } \quad \mathrm{C}^{m}\left(\mathbb{R}^{2 d}\right), \quad n \rightarrow \infty, \quad \text { if } k=2
$$

Proof We first note that $F^{\prime}\left(\mu_{n} ; \cdot\right) \rightarrow F^{\prime}(\mu ; \cdot)$ in $\mathrm{C}^{m}\left(\mathbb{R}^{d}\right)$ and $F^{\prime \prime}\left(\mu_{n} ; \cdot\right) \rightarrow F^{\prime \prime}(\mu ; \cdot)$ in $\mathrm{C}^{m}\left(\mathbb{R}^{2 d}\right)$ as $\mu_{n} \rightarrow \mu$, if $F \in \mathrm{C}^{2, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$. Thus, the statement immediately follows from lemmas 4 and 5 .

We denote by $C_{P}^{k}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ the set of functions on $\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ of the form

$$
G(\mu)=u\left(\left\langle\varphi_{1}, \mu\right\rangle, \ldots,\left\langle\varphi_{p}, \mu\right\rangle\right), \quad \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)
$$

where $\varphi_{i}, i \in[p]=\{1, \ldots, p\}$, are positive smooth functions with compact supports, $u \in C^{k}\left([0,+\infty)^{p}\right)$ and $p \in \mathbb{N}$.

Remark 6 We remark that a function belongs to $\mathrm{C}^{k}\left([0,+\infty)^{p}\right)$ if and only if it can be extended to a function from $\mathrm{C}^{k}\left(\mathbb{R}^{p}\right)$.

Let $F_{K}$ denote the restriction of a function $F$ from $\mathrm{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ to $\mathcal{M}_{F}(K)$.
Lemma 6 For each $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ the function $F_{K}$ belongs to $\mathrm{C}^{k, m}\left(\mathcal{M}_{F}(K)\right)$ and

$$
\begin{gathered}
F_{K}^{\prime}(\mu ; x)=F^{\prime}(\mu ; x), \quad \mu \in \mathcal{M}_{F}(K), \quad x \in K, \\
F_{K}^{\prime \prime}(\mu ; x, y)=F^{\prime}(\mu ; x, y), \quad \mu \in \mathcal{M}_{F}(K), \quad x, y \in K .
\end{gathered}
$$

Proof The proof of the lemma is trivial.
Theorem 5 Let $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ for some $k \in\{0,1,2\}$ and $m \geq 0$. Then there exists a sequence $\left\{F_{n}\right\}_{n \geq 1}$ from $\mathrm{C}_{P}^{k}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$ such that for all $\mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
& F_{n}(\mu) \rightarrow F(\mu), \quad n \rightarrow \infty \\
& F_{n}^{\prime}(\mu ; \cdot) \rightarrow F^{\prime}(\mu ; \cdot) \quad \text { in } \mathrm{C}^{m}\left(\mathbb{R}^{d}\right), \quad n \rightarrow \infty, \quad \text { if } k \geq 1
\end{aligned}
$$

and

$$
F_{n}^{\prime \prime}(\mu ; \cdot) \rightarrow F^{\prime \prime}(\mu ; \cdot) \quad \text { in } \mathrm{C}^{m}\left(\mathbb{R}^{2 d}\right), \quad n \rightarrow \infty, \quad \text { if } k=2
$$

Moreover, if for some $C>0$ the functions $F, F^{\prime}$ and $F^{\prime \prime}$ and their derivatives are bounded on sets $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right), \mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{d}$ and $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{2 d}$, respectively, then the sequence $\left\{F_{n}\right\}_{n \geq 1}$ can be chosen with $\left\{F_{n}\right\}_{n \geq 1},\left\{F_{n}^{\prime}\right\}_{n \geq 1},\left\{F_{n}^{\prime \prime}\right\}_{n \geq 1}$ and their derivatives uniformly bounded in $n$ on $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right), \quad \mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{d}$ and $\mathcal{N}_{C}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right) \times \mathbb{R}^{2 d}$, respectively .

Proof We assume that $k=2$. Let $\psi_{n}$ be a sequence of smooth functions on $\mathbb{R}^{d}$ such that they take values from $[0,1], \operatorname{supp} \psi_{n} \subset K_{n}:=[-n, n]^{d}, \psi_{n}(x)=1, x \in[-n+1, n-$ $1]^{d}$, and all derivatives are uniformly bounded in $x$ and $n$, i.e. for each $l \in \mathbb{N}_{0}^{d}$, the set $\left\{\frac{\partial^{|l|}}{\partial x^{l}} \psi_{n}(x), \quad x \in \mathbb{R}^{d}, \quad n \geq 1\right\}$ is bounded. Let us fix a function $F \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$. We are going to approximate $F_{K_{n}}$ by polynomials introduced in the previous section. So, by Proposition 3 and Theorem 4, for every $n \geq 1$ there exists a number $N_{n} \in \mathbb{N}$ such that

$$
\sup _{\mu \in \mathcal{N}_{n}\left(K_{n}\right)}\left|F_{K_{n}}(\mu)-P_{N_{n}}\left(F_{K_{n}}\right)(\mu)\right| \leq \frac{1}{n}
$$

$$
\sup _{\mu \in \mathcal{N}_{n}\left(K_{n}\right)}\left\|F_{K_{n}}^{\prime}(\mu ; \cdot)-P_{N_{n}}^{\prime}\left(F_{K_{n}}\right)(\mu ; \cdot)\right\|_{\mathrm{C}^{m}\left(K_{n}\right)} \leq \frac{1}{n}
$$

and

$$
\sup _{\mu \in \mathcal{N}_{n}\left(K_{n}\right)}\left\|F_{K_{n}}^{\prime \prime}(\mu ; \cdot)-P_{N_{n}}^{\prime \prime}\left(F_{K_{n}}\right)(\mu ; \cdot)\right\|_{\mathrm{C}^{m}\left(K_{n}^{2}\right)} \leq \frac{1}{n}
$$

where $\mathcal{N}_{n}\left(K_{n}\right)$ is defined in Lemma 1 with $C=n$ and $K=K_{n}$, and $P_{N_{n}}$ is defined by (8) for $K=K_{n}$.

We set $F_{n}(\mu):=\Gamma_{\psi_{n}}\left(P_{N_{n}}\left(F_{K_{n}}\right)\right)(\mu)=P_{N_{n}}\left(F_{K_{n}}\right)\left(\vartheta_{\psi_{n}}(\mu)\right), \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$. By Lemma 4, $F_{n} \in \mathrm{C}^{k, m}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$. Moreover, it is easy to see that $F_{n} \in \mathrm{C}_{P}^{k}\left(\mathcal{M}_{F}\left(\mathbb{R}^{d}\right)\right)$, by the definition of $P_{N_{n}}$ and $\Gamma_{\psi_{n}}$.

Next, we are going to show that $\left\{F_{n}\right\}_{n \geq 1}$ is the sequence which approximates $F$. We fix $\varepsilon>0, \mu \in \mathcal{M}_{F}\left(\mathbb{R}^{d}\right)$ and a compact set $K \subset \mathbb{R}^{d}$. We choose $\tilde{n} \in \mathbb{N}$ such that $\frac{1}{\tilde{n}}<\frac{\varepsilon}{2}$, $K \subset K_{\tilde{n}}, \mu\left(\mathbb{R}^{d}\right) \leq \tilde{n}$ and for all $n \geq \tilde{n}$

$$
\begin{gathered}
\left|F(\mu)-\Gamma_{\psi_{n}}(F)(\mu)\right|<\frac{\varepsilon}{2} \\
\left\|F^{\prime}(\mu ; \cdot)-\Gamma_{\psi_{n}}^{\prime}(F)(\mu ; \cdot)\right\|_{C^{m}(K)}<\frac{1}{\varepsilon}
\end{gathered}
$$

and

$$
\left\|F^{\prime \prime}(\mu ; \cdot \cdot)-\Gamma_{\psi_{n}}^{\prime \prime}(F)(\mu ; \cdot)\right\|_{C^{m}\left(K^{2}\right)}<\frac{1}{\varepsilon} .
$$

Such $\tilde{n}$ exists due to Proposition 5, since $\left\{\psi_{n}\right\}_{n \geq 1}$ converges to the function $\psi=1$ in $\mathrm{C}^{m}\left(\mathbb{R}^{d}\right)$. Let us remark that $\Gamma_{\psi_{n}}(F)=\Gamma_{\psi_{n}}\left(F_{K_{n}}\right), \Gamma_{\psi_{n}}^{\prime}(F)=\Gamma_{\psi_{n}}^{\prime}\left(F_{K}\right)$ and $\Gamma_{\psi_{n}}^{\prime \prime}(F)=$ $\Gamma_{\psi_{n}}^{\prime \prime}\left(F_{K}\right)$, by Lemma 6. So, now we can estimate for each $n \geq \tilde{n}$

$$
\begin{aligned}
\left|F(\mu)-F_{n}(\mu)\right| & \leq\left|F(\mu)-\Gamma_{\psi_{n}}(F)(\mu)\right|+\left|\Gamma_{\psi_{n}}\left(F_{K_{n}}\right)(\mu)-\Gamma_{\psi_{n}}\left(P_{N_{n}}\left(F_{K_{n}}\right)\right)(\mu)\right| \\
& \leq \frac{\varepsilon}{2}+\left|F_{K_{n}}\left(\vartheta_{\psi_{n}}(\mu)\right)-P_{N_{n}}\left(F_{K_{n}}\right)\left(\vartheta_{\psi_{n}}(\mu)\right)\right| \leq \frac{\varepsilon}{2}+\frac{1}{n} \leq \varepsilon,
\end{aligned}
$$

since $\vartheta_{\psi_{n}}(\mu) \in \mathcal{N}_{n}\left(K_{n}\right)$. Similarly, for each $n \geq \tilde{n}+1$, we have

$$
\begin{aligned}
\left\|F^{\prime}(\mu ; \cdot)-F_{n}^{\prime}(\mu ; \cdot)\right\|_{C^{m}(K)} & \leq\left\|F^{\prime}(\mu ; \cdot)-\Gamma_{\psi_{n}}^{\prime}(F)(\mu ; \cdot)\right\|_{C^{m}(K)} \\
& +\left\|\Gamma_{\psi_{n}}^{\prime}\left(F_{K_{n}}\right)(\mu ; \cdot)-\Gamma_{\psi_{n}}^{\prime}\left(P_{N_{n}}\left(F_{K_{n}}\right)\right)(\mu ; \cdot)\right\|_{C^{m}(K)} \\
& \leq \frac{\varepsilon}{2}+\mid F_{K_{n}}^{\prime}\left(\vartheta_{\psi_{n}}(\mu) ; \cdot\right) \psi_{n}-P_{N_{n}}^{\prime}\left(F_{K_{n}}\right)\left(\vartheta_{\psi_{n}}(\mu ; \cdot)\right) \psi_{n} \|_{C^{m}(K)} \\
& \leq \frac{\varepsilon}{2}+\frac{1}{n} \leq \varepsilon
\end{aligned}
$$

since $\psi_{n}(x)=1$ on $K$ for all $n \geq \tilde{n}+1$. Analogously, $\left\|F^{\prime \prime}(\mu ; \cdot)-F_{n}^{\prime \prime}(\mu ; \cdot)\right\|_{C^{m}\left(K^{2}\right)}<\varepsilon$ for all $n \geq \tilde{n}+1$. The theorem is proved.

## References

1. Sebastian Andres and Max-K. von Renesse, Particle approximation of the Wasserstein diffusion, J. Funct. Anal. 258 (2010), no. 11, 3879-3905. MR 2606878 (2011b:60224)
2. Andrew J. Archer and Markus Rauscher, Dynamical density functional theory for interacting Brownian particles: stochastic or deterministic?, J. Phys. A 37 (2004), no. 40, 9325-9333. MR 2095422
3. Lorenzo Bertini, Alberto De Sole, Davide Gabrielli, Giovanni Jona-Lasinio, and Claudio Landim, Macroscopic fluctuation theory, Rev. Mod. Phys. 87 (2015), 593-636.
4. Federico Cornalba, Tony Shardlow, and Johannes Zimmer, From weakly interacting particles to a regularised Dean-Kawasaki model, arXiv:1811.06448 (2018).
5. Federico Cornalba, Tony Shardlow, and Johannes Zimmer, A regularized DeanKawasaki model: derivation and analysis, SIAM J. Math. Anal. 51 (2019), no. 2, 11371187. MR 3936895
6. Donald A. Dawson, Measure-valued Markov processes, École d'Été de Probabilités de Saint-Flour XXI-1991, Lecture Notes in Math., vol. 1541, Springer, Berlin, 1993, pp. 1260. MR 1242575
7. J. A. de la Torre, Pep Espanol, and Aleksandar Donev, Finite element discretization of non-linear diffusion equations with thermal fluctuations, The Journal of Chemical Physics 142 (2015), no. 9, 094115.
8. David S. Dean, Langevin equation for the density of a system of interacting Langevin processes, J. Phys. A 29 (1996), no. 24, L613-L617. MR 1446882
9. Jean-Baptiste Delfau, Hélène Ollivier, Cristóbal López, Bernd Blasius, and Emilio Hernández-Garcí a, Pattern formation with repulsive soft-core interactions: discrete particle dynamics and Dean-Kawasaki equation, Phys. Rev. E 94 (2016), no. 4, 042120, 13. MR 3744636
10. Aleksandar Donev, Thomas G Fai, and Eric Vanden-Eijnden, A reversible mesoscopic model of diffusion in liquids: from giant fluctuations to Fick's law, Journal of Statistical Mechanics: Theory and Experiment 2014 (2014), no. 4, P04004.
11. Aleksandar Donev and Eric Vanden-Eijnden, Dynamic density functional theory with hydrodynamic interactions and fluctuations, The Journal of Chemical Physics 140 (2014), no. 23, 234115.
12. Peter Embacher, Nicolas Dirr, Johannes Zimmer, and Celia Reina, Computing diffusivities from particle models out of equilibrium, Proc. A. 474 (2018), no. 2212, 20170694, 21. MR 3813113
13. Benjamin Fehrman and Benjamin Gess, Well-posedness of nonlinear diffusion equations with nonlinear, conservative noise, Arch. Ration. Mech. Anal. 233 (2019), no. 1, 249322. MR 3974641
14. H Frusawa and R Hayakawa, On the controversy over the stochastic density functional equations, Journal of Physics A: Mathematical and General 33 (2000), no. 15, L155.
15. Giambattista Giacomin, Joel L. Lebowitz, and Errico Presutti, Deterministic and stochastic hydrodynamic equations arising from simple microscopic model systems, Stochastic partial differential equations: six perspectives, Math. Surveys Monogr., vol. 64, Amer. Math. Soc., Providence, RI, 1999, pp. 107-152. MR 1661764
16. Robert L. Jack and Johannes Zimmer, Geometrical interpretation of fluctuating hydrodynamics in diffusive systems, J. Phys. A 47 (2014), no. 48, 485001, 17. MR 3280005
17. Hugo Jacquin, Bongsoo Kim, Kyozi Kawasaki, and Frédéric van Wijland, Brownian dynamics: From glassy to trivial, Phys. Rev. E 91 (2015), 022130.
18. Olav Kallenberg, Foundations of modern probability, second ed., Probability and its Applications (New York), Springer-Verlag, New York, 2002. MR 1876169
19. Kyozi Kawasaki, Stochastic model of slow dynamics in supercooled liquids and dense colloidal suspensions, Physica A: Statistical Mechanics and its Applications 208 (1994), no. 1, $35-64$.
20. Bongsoo Kim, Kyozi Kawasaki, Hugo Jacquin, and Frédéric van Wijland, Equilibrium dynamics of the Dean-Kawasaki equation: Mode-coupling theory and its extension, Phys. Rev. E 89 (2014), 012150.
21. C. Kipnis, S. Olla, and S. R. S. Varadhan, Hydrodynamics and large deviation for simple exclusion processes, Comm. Pure Appl. Math. 42 (1989), no. 2, 115-137. MR 978701
22. Vitalii Konarovskyi, Coalescing-fragmentation Wasserstein dynamics: particle approach, arXiv:1711.03011 (2017).
23. Vitalii Konarovskyi, Tobias Lehmann, and Max-K. von Renesse, Dean-Kawasaki dynamics: ill-posedness vs. triviality, Electron. Commun. Probab. 24 (2019), Paper No. 8, 9. MR 3916340
24. Vitalii Konarovskyi and Max von Renesse, Reversible Coalescing-Fragmentating Wasserstein Dynamics on the Real Line, arXiv:1709.02839 (2017).
25. Vitalii Konarovskyi and Max-K. von Renesse, Modified massive Arratia flow and Wasserstein diffusion, Comm. Pure Appl. Math. 72 (2019), no. 4, 764-800. MR 3914882
26. Umberto Marini Bettolo Marconi and Pedro Tarazona, Dynamic density functional theory of fluids, The Journal of Chemical Physics 110 (1999), no. 16, 8032-8044.
27. $\qquad$ , Dynamic density functional theory of fluids, Journal of Physics: Condensed Matter 12 (2000), no. 8A, A413.
28. Victor Marx, A new approach for the construction of a Wasserstein diffusion, Electron. J. Probab. 23 (2018), 54 pp.
29. Grant M. Rotskoff and Eric Vanden-Eijnden, Neural networks as interacting particle systems: Asymptotic convexity of the loss landscape and universal scaling of the approximation error, Preprint (2018), arXiv:1805.00915.
30. Tridib Sadhu and Bernard Derrida, Correlations of the density and of the current in non-equilibrium diffusive systems, Journal of Statistical Mechanics: Theory and Experiment 2016 (2016), no. 11, 113202.
31. Lorenzo Dello Schiavo, The Dirichlet-Ferguson diffusion on the space of probability measures over a closed Riemannian manifold, arXiv:1811.11598 (2018).
32. A. P. Solon, M. E. Cates, and J. Tailleur, Active Brownian particles and run-andtumble particles: A comparative study, The European Physical Journal Special Topics 224 (2015), no. 7, 1231-1262.
33. Herbert Spohn, Large scale dynamics of interacting particles, Springer-Verlag Berlin Heidelberg, 1991.
34. Andrea Velenich, Claudio Chamon, Leticia F. Cugliandolo, and Dirk Kreimer, On the Brownian gas: a field theory with a Poissonian ground state, J. Phys. A 41 (2008), no. 23, 235002, 28. MR 2452196
35. A. Yu. Veretennikov and E. V. Veretennikova, On partial derivatives of multivariate Bernstein polynomials, Siberian Advances in Mathematics 26 (2016), no. 4, 294-305.
36. Max-K. von Renesse and Karl-Theodor Sturm, Entropic measure and Wasserstein diffusion, Ann. Probab. 37 (2009), no. 3, 1114-1191. MR 2537551 (2010k:60185)

[^0]:    V. Konarovskyi, T. Lehmann, M. von Renesse

    Universität Leipzig, Fakultät für Mathematik und Informatik,
    Augustusplatz 10, 04109 Leipzig, Germany
    E-mail: konarovskyi@gmail.com, tobias.lehmann@math.uni-leipzig.de, renesse@uni-leipzig.de

